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Abstract
In physics, the continuum limit consists of transforming discretely-spaced
degrees of freedom on a lattice into smoothly-varying fields on a continu-
ous domain. In these transformations, the degrees of freedom are typically
dynamical variables like position or probability. However, in statistical phys-
ics, partition functions themselves can be seen as existing on a discrete lattice
whose individual sites are identified by the number of degrees of freedom in
the system. In this work, we pursue this interpretation and show that the con-
tinuum limit of a certain class of mean-field theory partition functions yields
a partial differential equation whose solution provides large N approximations
to the partition function of the original system. The equation is obtained by
promoting the number of degrees of freedom to a continuous variable and
then re-interpreting (as finite differences in a continuous space) the recurs-
ive relation that defines the partition function. For some example systems,
we show that solutions to this equation yield transition temperatures with the
same parameter-scaling behavior as those of the original system. We con-
clude by discussing how this formalism can motivate ‘diffusion in degree-of-
freedom space’ interpretations of how interacting partition functions vary with
temperature.

Keywords: continuum systems, partition functions,
partial differential equations, phase transitions, stirling numbers

1. Introduction

In physics, the ‘continuum limit’ is a way to simplify the dynamical equations of a system
by promoting a discrete index to a continuous variable, introducing a lattice spacing between
the new continuous variables, and, finally, taking the lattice spacing to zero. By the end of
these transformations, finite differences are converted to derivatives, the discrete system has
become a continuous one, and the many dynamical equations for the original variables have

© 2024 IOP Publishing Ltd.
All rights, including for text and data mining, AI training, and similar technologies, are reserved. 1

https://doi.org/10.1088/1751-8121/ad92e9
https://orcid.org/0000-0003-2188-5445
mailto:williams.mobolaji@gmail.com
http://crossmark.crossref.org/dialog/?doi=10.1088/1751-8121/ad92e9&domain=pdf&date_stamp=2024-12-27


J. Phys. A: Math. Theor. 58 (2025) 025002 M Williams

been reduced to a simpler set of dynamical equations for a new variable with an argument of
one-higher dimensionality.

The canonical application of the continuum limit is to a chain of harmonic oscillators. For
masses with positions xj(t) that are connected end-to-end by springs with frequency ω0, we
have the dynamical equation

ẍ=−Ω̂x, (1)

where xT = (x1,x2, . . . ,xN), and the elements of the matrix Ω̂ are Ω̂i,j = ω2
0(2δi,j− δi,j+1 −

δi,j−1) [Pai05]. Taking masses j and j+ 1 to be separated by a lattice spacing and then tak-
ing that spacing to zero converts the system of springs to that of a continuous string, and the
associated dynamical equations change from a system of N second-order equations to a single
partial differential equation. Analytically, the transformation converts a discrete eigenvalue
problem to a Fourier series problem. Physically, the transformation reveals how expanding
the scale of harmonic oscillators connected end-to-end leads to a string with wave behavior.
Moreover, in the continuum limit, the number of degrees of freedom and the lattice spacing
are inversely related, so taking the latter to zero is equivalent to taking the former to infinity.
Thus, the continuum limit can also be seen as an approximation scheme for simplifying the
dynamics of large N systems.

This limit is often applied in solid mechanics to derive dynamical equations for continuous
media [AS10] and in statistical physics to study the thermal properties of fields [Kar07]. In
such contexts, the dynamical variables are typically measurable quantities that represent the
degrees of freedom in the system. However, the continuum limit can more generally be applied
to any system where quantities are a function of one independent variable while being related
to one another through some recurrence relation.

Outside of physics, recurrence relations are common in combinatorics because counting
the elements of a set can often be reduced to a similarly structured counting of elements of a
subset. In statistical physics, this combinatorial counting is fundamental to how microstates
are summed and partition functions are defined. One might expect that much like more pedes-
trian combinatorial factors, partition functions should also be governed by recurrence relations.
There are simple examples that affirm this expectation. Consider a system with N distinguish-
able lattice sites and N identical particles. Say that the particles have a unit partition function
when free, but when they attach to a lattice site, they gain a Boltzmann factor of eβλ. The
partition function for this system is then

ZN (βλ) =
N∑

ℓ=0

(
N
ℓ

)
eβλℓ, (2)

and from this partition function, it is easy to derive the recurrence equation

Z ′
N (βλ) = N(ZN (βλ)−ZN−1 (βλ)) . (3)

With the initial condition ZN(0) = 2N and Z0 = 1, we can solve equation (3) recursively to
obtain ZN(βλ). Alternatively, we could write equation (3) as the matrix equation

Z ′ (βλ) = M̂Z(βλ) , (4)

where ZT = (Z0(βλ),Z1(βλ), . . . ,ZN(βλ)) and M̂i,j = i(δi,j− δi,j+1). Like with equation (1),
it is possible to solve equation (4) using eigendecomposition methods. But again, just like with
equation (1), we can introduce lattice spacing between the partition functions for different N
and take the system to a continuum limit to derive a new equation that describes the large N
system.
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Figure 1. For certain classes of statistical physics models, it is possible to show that
partition functions are coupled through a thermal evolution equation. When we take the
general form of this equation to the continuum limit, we can derive a partial differential
equation that describes the resulting continuum system. This type of limit is common
in physics. The left side displays the example of coupled oscillators leading to the wave
equation [Pai05], but this example could be replaced with coupled torsional pendulums
leading to the sine-Gordon equation [Sco69, DP06], or the master equation for probab-
ilities leading to the Fokker-Planck equation [VK92].

In this paper, we develop the general formalism for making this continuum extrapolation
for a class of partition functions and work through four examples that demonstrate that the
continuum result has thermal behavior similar to that of the original system. (See figure 1 for
a visual motivation of the work).

In section 2, we introduce the class of partition functions amenable to this transformation
and show how moments of these partition functions satisfy recurrence relations that become
higher-order partial derivatives in the continuum limit. Though it is well known that higher-
order moments of a partition function can trivially be expressed as higher-order partial deriv-
atives with respect to the coefficient of the linear term in the energy function, the result here
is different. Here we show that higher-order moments become higher-order partial derivatives
with respect to the continuum-limit analogue of N.

In section 3, we use the connection between moments and partial derivatives to show that
the continuum-limit analogue of the average energy of the partition function yields a partial
differential equation. Solving this equation allows us to model the large N properties of the
class of partition functions that were defined in section 2.

In sections 4 and 5, we study four examples from this class, reviewing the original partition
functions and solving the associated partial differential equation of the continuum limit. We
find that both system representations yield similar thermal behavior; in particular, for interact-
ing models, the continuum limit reproduces the functional form of the transition temperature.

In section 6, we discuss what physically these thermal correspondences between discrete
and continuous models can provide us in terms of new interpretations of the original model.

2. From moments to derivatives

The continuum limit is often applied in statistical physics to study the thermal properties of
fields. In such cases, the variables (e.g. mi representing the spin at a lattice site i) that define
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the microstate summation in a partition function are promoted to functions (e.g. m(x) repres-
enting the spin-density at a position x) and the associated partition function transitions from a
summation over a variable space to an integration over a functional space. However, this paper
explores a continuum limit defined by transforming the partition function rather than the vari-
ables defining its summation. Ultimately, this transformation gives us a means of computing
the large N limit of certain partition functions by solving a partial differential equation rather
than summing over Boltzmann-weighted microstates.

First, we state the general class of partition functions to which the transformation
applies. Say we have a thermal system whose microstates are defined by the vector σ =
(σ1,σ2, . . . ,σN), where σi ∈ {0,1}. We take the energy E : R→ R of the microstate to be a
function of the sum of the components of σ, and each microstate to have a degeneracy factor
ω : R→ R that is also only a function of the sum of the components of σ. The partition func-
tion for this thermal system at an inverse temperature β is then

ZN (β) =
∑
σ

ω
(∑

i
σi

)
exp
[
−βE

(∑
i
σi

)]
, (5)

where
∑

σ ≡
∑1

σ1=0

∑1
σ2=0 · · ·

∑1
σN=0. We can simplify equation (5) by rewriting it in terms

of the macrostate variable j ≡
∑

iσi

ZN (β) =
N∑
j=0

(
N
j

)
ω ( j)e−βE( j). (6)

Equation (5) is the starting partition function for our analysis, but we will find it more con-
venient to work in terms of the equivalent form equation (6). The quantities ω and e−βE have
the same variable argument. Still, they are separated to make it apparent that ZN is a thermal
partition function with both a degeneracy factor and the standard Boltzmann factor. However,
for the following derivation, it only matters that ZN is written as a summation over the binary-
valued microstate elements σi with summands that are functions of

∑
i σi.

The structure of the general partition function ZN is central to the subsequent demonstra-
tion due to how its moments are related to lower-order partition functions. In general, the
subsequent results of apply whenever

1. the microstates in our thermal system can be defined by σi = 0 or 1
2. the degeneracy factor and energy are exclusively functions of

∑
i σi

3. the energy function can be expressed as a finite power series of its argument.

These criteria are generally satisfied for mean-field lattice models [Yeo92].
For the continuum limit explored here, we will find a general way to transform discretely

defined moments into partial derivatives. We can understand the general form of this trans-
formation by starting simply. Considering the first moment for ZN, we have

⟨ j⟩N ≡ 1
ZN (β)

N∑
j=0

(
N
j

)
jω ( j)e−βE( j). (7)

As was shown in equation (3), we can use Pascal’s triangle formula
(N
j

)
=
(N−1
j−1

)
+
(N−1

j

)
to

write this moment as

⟨ j⟩NZN (β) = NZN (β)−NZN−1 (β) . (8)

From equation (8), we see that the first moment of the partition function can be expressed as
the linear combination of two partition functions, with the linear combination looking very
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much like a finite difference. Performing a similar calculation for the second moment of the
partition function yields

⟨ j2⟩NZN (β) = N2ZN (β)−N(2N− 1)ZN−1 (β)+N(N− 1)ZN−2 (β) , (9)

which also contains hints of a second-order finite difference. Thus, a two-part pattern is appar-
ent: First, the moments of the partition function ZN can be written as linear combinations
of partition functions Zℓ where ℓ⩽ N; second, these linear combinations contain expressions
found in finite-difference formulas for the same order as the moment.

To proceed, we need to establish the pattern rigorously. Say we want to compute the kth
moment of the partition function ZN. The general kth moment of ZN is defined as

⟨ jk⟩N ≡ 1
ZN (β)

N∑
j=0

(
N
j

)
jkω ( j)e−βE( j). (10)

Starting from equation (10) and again using Pascal’s triangle formula, we can show

⟨ jk⟩NZN (β) = N⟨ jk−1⟩NZN (β)−N⟨ jk−1⟩N−1ZN−1 (β) . (11)

Therefore, the kthmoment of the partition function can bewritten recursively in terms of lower-
order moments. The form of equation (11) further suggests that iterating this moment recursion
leads to a closed-form expression for ZN⟨ jk⟩N written in terms of a linear combination of Zℓ
without reference to any specific moments. Taking a generating function approach to solve
this recurrence relation (see appendix A), we obtain the expression

⟨ jk⟩NZN (β) =
k∑

ℓ=0

(N)ℓZN−ℓ (β)
k∑

r=ℓ

(−1)rNk−r

(
k
r

)
S(r, ℓ) (12)

where (N)ℓ = N(N− 1) · · ·(N− ℓ+ 1) is the falling factorial, and S(r, ℓ) is the Stirling num-
ber of the second kind [Weic]. Equation (12) generalizes equations (8) and (9) to arbitrary
moments, and it serves as the foundation for our continuum limit.

In any continuum limit transformation, there is a dictionary of mappings for how indices
should change to continuous variables and how an index-dependent function should change to
one with continuous-variable arguments. Typically, we apply this continuum limit to equations
where the index-dependent function appears multiple times in a linear combination. In the case
of the continuum limit applied to a chain of oscillators, the continuum limit is applied to the
equation ofmotion of the oscillators. For the case considered here, wewill apply the continuum
limit to the moment expression equation (12) since the right-hand side of this expression is
written as a linear combination of Zk for various values of k.

For our partition function and its associated arguments, the transformations that define the
continuum limit are

ZN−j (β)→Z (η− ja;β) for j ∈ Z and N→ η/a. (13)

In these transformations, we promote the integer N to a continuous variable η by introducing
a lattice spacing a. Where N appears as a factor raised to a power, we transform N→ η/a, and
where N appears within a difference (e.g. N− 2), we multiply the subtracted quantity by a.
In these transformations, we use the new notation Z to distinguish the transformed partition
function from the original ZN.

To complete the continuum limit, we need to apply the transformations equation (13) to
equation (12) and then take the a→ 0 limit of the result. Applying the transformations them-
selves yields a polynomial expression in a, and taking a→ 0 ensures that our final transform-
ation is independent of the introduced lattice parameter. Implementing these steps together
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requires a departure into Stirling numbers and the Egorychev method of proving combinat-
orial identities (see appendix B), but we ultimately find that the continuum limit of the kth
moment is

⟨
(∑

iσi
)k⟩NZN (β) −→ (

∂

∂ lnη

)k

Z (η;β) . (14)

Equation (14) states that if ZN can be expressed as equation (5), then the continuum limit of its
kth moments can be expressed as kth order logarithmic derivatives1 of the partition function
with respect to the continuum analogue of N. The next section will show how this transform-
ation can lead to a new way of computing ZN itself.

3. PDE of continuum partition function

Having established the continuum extrapolation equation (14), we can now obtain the main
result for this work. This result will allow us to obtain the largeN thermal behavior of a physical
system without having to compute the original discrete partition function.

We begin by recalling the structure of the initial partition function:

ZN (β) =
∑
σ

ω
(∑

iσi
)
exp
[
−βE

(∑
iσi
)]
. (15)

The main observable that we can extract from this partition function is the average energy
found by taking the β derivative with respect to the partition function:〈

E
(∑

iσi
)〉

N
ZN (β) =− ∂

∂β
ZN (β) . (16)

Now, let us further constrain our system to have an energy E that can be expanded as a finite
power series in its argument2. Namely as,

E (x) =
M∑
k=1

ckx
k, (17)

wherewe requireM to be a finite integer to ensure that E(x) is finite for all x. Then equation (16)
can be written as

M∑
k=1

ck⟨
(∑

iσi
)k⟩NZN (β) =− ∂

∂β
ZN (β) . (18)

From here, we use equation (14) to take the continuum limit of this expression. This limit
yields the result

M∑
k=1

ck

(
∂

∂ lnη

)k

Z (η;β) =− ∂

∂β
Z (η;β) (19)

1 The higher order logarithmic derivative on the RHS can be expressed less neatly as
(

∂
∂ lnη

)k
f(η) =

(
η ∂
∂η

)k
f(η) =

(η ∂
∂η

(η ∂
∂η

· · ·(η ∂
∂η
f(η)) · · ·)).

2 There is nothing in the proof of equation (14) that constrains k to not exceed an arbitrarily large value integer, and
thus the energy function need not be a finite power series of its argument for the final PDE to be valid continuum limit
analogue of the original recurrence relation.. However, constraining the power series to be finite ensures the original
energy function is finite for all x and saves us from a more nuanced discussion on the covergence properties of the
continuum extrapolation.
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or, with the energy definition equation (16), the partial differential equation[
∂

∂β
+ E

(
∂

∂ lnη

)]
Z (η;β) = 0. (20)

Equation (20) governs the thermal evolution of the continuum limit partition functionZ(η,β).
The interpretation and use of the equation is as follows: For large N, partition functions of the
form equation (5) with energy equation (17) can be taken to the continuum limit, and the
continuum limit of the partition function ‘evolves’ in temperature according to equation (20)
in much the same way that a system of many discrete oscillators evolves in time according to
the wave equation.

Differential equations admit general solutions for their associated functions, and we only
obtain specific solutions corresponding to a system of interest by imposing conditions on the
independent variables of the equation [Has08]. Thus, from equation (20), we see that we need
one condition for β and an unknown number of conditions for η with the number of conditions
equivalent to the order of the derivative operator E(∂/∂ lnη).

The condition for β can be inferred easily from the original partition function. If the series
equation (5) at β= 0 evaluates to a function, then we can define Ω(N)≡ ZN(β = 0) and take

Z (η;β = 0) = Ω(η) . (21)

For η, there are no natural conditions on Z at any particular value of η, and the value of Z at
η= 0 or η =∞ is determined byΩ(η) and the structure of the general solution to equation (20).
As an additional constraint on this class of partition functions, we require that the partition
function not diverge at zero temperature. This ensures that Z remains an analytical function for
all temperatures, and thus, the associated partial differential equation can yield finite solutions
for the β→∞ limit. This condition of non-divergence of the partition function manifests as
a constraint on the energy function: We must have E(x)⩾ 0 for all x.

4. Linear energy

In the following two sections, we show that the continuum limit of a partition function with
a linear energy yields thermal behavior similar to that of the partition function of the original
system.Wewill pay particular attention to transition temperatures and show that the continuum
limit reproduces the parameter-scaling behavior of these temperatures.

In this section, we apply equation (20) to two models, both of which have energies of the
form

E (
∑
σi) = λ

N∑
i=1

σi (22)

where σi ∈ {0,1} and λ> 0 has units of energy. Typically, linear energies like equation (22)
yield partition functions that are simple enough to compute directly, but here we will explore
how the continuum limit can recapture some of the results of the straightforward calculation.

From equation (20), we see that the partial differential equation obtained from the con-
tinuum limit of a system with energy equation (22) is(

∂

∂β
+λ

∂

∂ lnη

)
Z (η;β) = 0. (23)

This is a first-order PDE in two variables, and as such, it has a simple general solution. As can
be easily checked, the PDE ∂xf(x,y)+ ∂yf(x,y) = 0 has the general solution f(x,y) = u(x− y)
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given the condition u(x)≡ f(x,y= 0) for a real-valued function u(s). Given Z(η;β = 0) =
Ω(elnη), we then find that the specific solution is

Z (η;β) = Ω
(
elnη−βλ

)
=Ω

(
ηe−βλ

)
. (24)

We will use equation (24) in what follows to find the continuum limit partition function for
two models.

4.1. Repulsive lattice-gas model

Of the non-trivial systems whose partition functions have the form equation (5), the lattice-gas
model considered in equation (2) is the simplest. In the lattice-gas model, we have a system
of N particles and N lattice sites. Each lattice site i can either be empty (σi = 0) or occupied
(σi = 1) by a particle. For the repulsive model, we assume the particles are repelled by the
lattice sites, and thus, there is an energy cost to a site being occupied by a particle. Specifically,
the system’s total energy increases by λ> 0 for each occupied site.

4.1.1. Original model. From this setup, and ignoring the free partition functions for the
individual particles, the partition function for the entire system is

Zlattice-gas =
∑
σ

exp

(
−βλ

N∑
i=1

σi

)
=
(
1+ e−βλ

)N
. (25)

We must have λ> 0 in this system for the partition function to be finite for all T ∈ [0,∞).
From equation (25), we can compute the average number of occupied lattice sites at a constant
temperature. Denoting this average occupancy as ⟨ℓ⟩, we have

⟨ℓ⟩ ≡ − ∂

∂ (βλ)
lnZlattice-gas =

Ne−βλ

1+ e−βλ
, (26)

and the temperature-limit behavior of equation (26) is

lim
T→0

⟨ℓ⟩= 0, lim
T→∞

⟨ℓ⟩= N/2< N. (27)

Qualitatively, equation (27) reflects that lowering the temperature for this repulsive-lattice sys-
tem leads all particles to leave the lattice while increasing the temperature to infinity makes
the repulsive properties irrelevant and site occupancy completely random. Does the continuum
limit of this system give the same thermal behavior for the appropriate analogue of ⟨ℓ⟩?

4.1.2. Continuum limit. Equation (24) immediately gives us the solution for the continuum
limit of the linear energy system, provided we know the counting of the microstates at zero
temperature. For the lattice-gasmodel, we have two states for each lattice site, and thusΩ(N) =
2N or, in terms of the continuum variable η,

Ω(η) = 2η. (28)

Therefore, with equation (24), we find that the solution to equation (23) is

Zlattice-gas (η;β) = exp
(
ηe−βλ ln2

)
. (29)

If we define the continuum analogue of the average occupancy in a way similar to the definition
in equation (26), we find

ℓavg ≡− ∂

∂ (βλ)
lnZlattice-gas (η;β) = ηe−βλ ln2. (30)
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Now considering the limit behavior of equation (30) we have

lim
T→0

ℓavg = 0, lim
T→∞

ℓavg = η ln2< η, (31)

which reproduces the qualitative low-temperature behavior of the original result. Namely, at
zero temperature, the average occupancy is zero. At infinite temperature, the system’s entropy
forces the average occupancy to scale with η, although the exact functional form of that scaling
is different from that in equation (27).

Despite the similarities in thermal limits, the order parameter of the original system
equation (26) and the associated continuum limit version equation (30) do not have sim-
ilar functional forms. This difference reveals a limitation we will see again throughout our
examples of the continuum limit: Though thermal properties related to transitions can be
reproduced, the functional forms of order parameters are not generally reproduced. The coarse-
graining associated with taking the partition function to the continuum limit seems to eliminate
the specific functional behavior of observables while preserving the thermal transitions that
define them.

The model considered in this section had no such thermal transitions and was thus fairly
simple. In the next section, we explore another linear model with a thermal transition that is
present and easy to compute.

4.2. Permutation model

Williams [Wil17] introduced a statistical physics model whose state space consisted of per-
mutations of a list and whose energy was a function of the number of derangements of that list.
The initial partition function for this system can be written as a sum over the set of microstates
σ = (σ1,σ2, . . . ,σN) where σi ∈ {0,1}, that is as

Zsymm. (βλ) =
∑
σ

d

(
N∑
i=1

σi

)
exp

(
−βλ

N∑
i=1

σi

)
, (32)

and where d(n) is the number of derangements of an n element list.

4.2.1. Original model. In [Wil17] it was found that the integral definition of d(n) reduced
equation (32) to

Zsymm. (βλ) =

ˆ ∞

0
dxe−x

(
1+(x− 1)e−βλ

)N
, (33)

and that the average number of deranged elements (i.e. the elements not in their correct posi-
tion, denoted ⟨ j⟩) had the large N limit

⟨ j⟩ ≡ − ∂

∂ (βλ)
lnZsymm. ≃ N− eβλ. (34)

Next, with the requirement that there can never be fewer than 0 deranged elements, it was
concluded that the system had a transition temperature

kBT0 =
λ

lnN
, (35)

which was later verified by simulations.
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4.2.2. Continuum limit. Can the temperature equation (35) be reproduced using the
continuum-limit formalism? To answer this, we start from equation (24), the general solu-
tion to the linear PDE of the continuum limit. This solution requires us to find Ω(N) defined
by ZN(β = 0) = Ω(N). From equation (33), we find Z(β = 0)symm. = Γ(N+ 1) where Γ(x) is
the gamma function. Thus we have

Ω(η) = Γ(η+ 1) . (36)

Therefore, by equation (24), the solution to the continuum extrapolation of the system is

Zsymm. (η;β) = Γ
(
ηe−βλ + 1

)
. (37)

To determine whether this result embodies thermal behavior similar to that of equation (34),
we need to find an analogous expression for ⟨ j⟩, the average number of deranged elements.
We call this analogous quantity javg. Using the definition equation (34) as a motivation, we can
compute javg as

javg ≡− ∂

∂ (βλ)
lnZsymm. (η;β) = ηe−βλψ0

(
ηe−βλ + 1

)
, (38)

where ψ0(x)≡ Γ ′(x)/Γ(x) is the digamma function. The transition temperature equation (35)
was derived by imposing ⟨ j⟩⩾ 0 on equation (34). Similarly, we can require javg ⩾ 0.
Given that ψ0(x) is a monotonically increasing function for x⩾ 0 and that it has a root at
x0 ≃ 1.46163≡ 1+ ϵ [Weia], we find that imposing javg ⩾ 0 on equation (38) implies that
ηe−βλ + 1⩾ 1+ ϵ or, equivalently, kBT⩾ kBT̃0 where we defined

kBT̃0 =
λ

ln(η/ϵ)
. (39)

The variable η is the continuous analogue of the parameter N, so we see that equation (39)
has a similar functional dependence on η as equation (35) has on N. Thus, the continuum limit
reproduces the scaling dependence of the transition temperature.

5. Quadratic energy

In the previous section, we applied equation (20) to systems whose energy is a linear function
of its argument. Here, we consider systems where the energy is a quadratic function of its
argument. For such systems, the energy, as a function of

∑N
i=1σi, takes the form

E (
∑
σi) = λ1

N∑
i=1

σi+
λ2

2

N∑
i,j=1

σiσj, (40)

where σi ∈ {0,1} and λ1 and λ2 have units of energy. By the result given in section 3, the
continuum extrapolation of the system with energy equation (40) is(

∂

∂β
+λ1

∂

∂ lnη
+
λ2

2
∂2

∂ lnη2

)
Z (η;β) = 0, (41)

with the initial condition Z(η;β = 0) = Ω(η).
Equation (41) is a second-order differential equation with the form of the heat equation.

However, in order to use the heat equation solution, we need the coefficient λ2 to be less than
zero. Otherwise, we would have to contend with an ill-posed inverse problem [Isa06, Kab08].
So, for simplicity, we set

λ2 =−|λ2|. (42)

10
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For equations of the form equation (41), we can write the general solution using the Green’s
function solution of the heat equation (chapter 20 of [Has13]). Defining the Green’s function
G(lnη, lnη ′;β) implicitly through(

∂

∂β
+λ1

∂

∂ lnη
− |λ2|

2
∂2

∂ lnη2

)
G (lnη, lnη ′;β) = δ (lnη− lnη ′) , (43)

where δ(x) is the Dirac Delta function, and where G has the boundary conditions
limβ→0G(x,x ′;β) = δ(x− x ′) and limx±∞G(x,x ′;β) = 0, we find that the general solution
to equation (41) is

Z (η;β) =

ˆ ∞

−∞
dlnη ′Z (η ′;0) G (lnη, lnη ′;β) . (44)

The Green’s function for equation (43) is that for the heat equation:

G (lnη, lnη ′;β) =
1√

2πβ|λ2|
exp

[
− 1

2β|λ2|
(lnη−βλ1 − lnη ′)

2
]
. (45)

Inserting equation (45) into equation (44) with the initial conditionZ(η;0) = Ω(η), we obtain

Z (η;β) =
1√

2πβ|λ2|

ˆ ∞

−∞
dlnη ′Ω(η ′)exp

[
− 1

2β|λ2|
ln2
(
ηe−βλ1/η ′)] . (46)

An alternative derivation of equation (46) is given in appendix D.
Unless Ω(η) has a simple exponential dependence, integrals of the form equation (46) are

not computable in closed-form, so to explore the properties of the continuum limit solutions
to equation (41), we will apply an integral approximation. We write equation (46) as

Z (η;β) =

ˆ ∞

−∞
dlnη ′ exp [−F(lnη ′; lnη,β)] , (47)

where we defined

F(lnη ′; lnη,β)≡− lnΩ(η ′)+
1

2β|λ2|
ln2
(
ηe−βλ1/η ′)+ 1

2
ln(2πβ|λ2|) . (48)

Applying Laplace’s method to equation (47), we have

Z (η;β)≃ exp [−F(ln η̄; lnη,β)]√
2πF ′ ′ (lnη ′; lnη,β) |η=η̄

, (49)

where η̄ is implicitly defined by the condition

0= F ′ (lnη ′; lnη,β)|η=η̄ =−∂lnη ′ lnΩ(η ′) |η=η̄ +
1

β|λ2|
ln
(
η̄eβλ1/η

)
, (50)

and the inequality

F ′ ′ (lnη ′; lnη,β) |η=η̄ =−∂2
lnη ′ lnΩ(η ′)+

1
β|λ2|

> 0. (51)

To connect η̄ to a physical observable, we can compute the order parameter from the saddle-
point free energy equation (48). For a partition function Z with energy equation (40), the
thermal average of j =

∑N
i=1σi is

⟨ j⟩=− ∂

∂ (βλ1)
lnZN (β) . (52)

11
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Making the continuum limit transformation, we assert that the thermal average becomes ⟨ j⟩ →
javg where

javg =− ∂

∂ (βλ1)
lnZ (η;β) . (53)

With the integral approximation equation (49), we in turn approximate javg as

javg ≃
∂

∂ (βλ1)
F(ln η̄; lnη,β) . (54)

Using equations (48) and (50), we then obtain

javg ≃ ∂lnη ′ lnΩ(η ′) |η=η̄. (55)

Therefore, we can write the continuum analogue of the thermal average of
∑N

i=1σi in terms
of the critical point η̄.

With equations (50) and (51) as the derived constraints on η̄, we can now consider the inter-
acting analogue of the first system considered in section 4. We will focus on the appearance
of phase transitions and the parameter dependencies of the temperatures that define them.

5.1. Interacting repulsive lattice-gas model

Having developed the general formalism for the continuum limit of quadratically interact-
ing mean-field models, we can revisit the lattice gas model of section 4.1, but now include
global interactions between lattice sites. Upon including the global interactions of the form
equation (40) (with the specification λ2 =−|λ2|), the system partition function becomes

Zint-lattice-gas =
∑
σ

exp

−βλ1

N∑
i=1

σi+
1
2
β|λ2|

N∑
i,j=1

σiσj

 . (56)

Our objective is to determine the thermal properties of the system defined by equation (56)
and then compare these properties with what we find by solving the continuum extrapolation
of this system.

5.1.1. Original model. First, we review one approach to obtaining the thermal properties of
equation (56). Using the Hubbard–Stratonovich transformation [Hub59], we can rewrite the
partition function as

Zint-lattice-gas =

ˆ ∞

−∞
dx exp [−Fint-lattice-gas (x)] , (57)

where we defined

Fint-lattice-gas (x)≡
x2

2β|λ2|
−N ln

(
ex−βλ1 + 1

)
+

1
2
ln(2πβ|λ2|) . (58)

We then approximate equation (57) using Laplace’s method in the N≫ 1 limit. Doing
so requires us to determine the value x= x̄ at which the integrand is maximized. From
equation (57), the two conditions that define this x̄ are the critical point condition

∂xF|x=x̄ =
x̄

β|λ2|
− Nex̄−βλ1

ex̄−βλ1 + 1
= 0, (59)

12
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and the stability condition

∂2
xF|x=x̄ =

1
β|λ2|

− Nex̄−βλ1

(ex̄−βλ1 + 1)2
> 0. (60)

Using equation (59) in equation (60), we obtain

∂2
xF|x=x̄ =

1
β|λ2|

[
1− x̄

(
1− x̄

β|λ2|N

)]
> 0. (61)

It is possible to show that equation (61) is always true if β|λ2|N< 4, i.e. if the quadratic func-
tion of x̄ within the brackets has no real roots. In such a case, the solution to equation (59)
is always stable. However, if the quadratic function does have real roots, then the solution is
stable if it satisfies the inequality equation (61). This mathematical transition from stability
always being true to stability being conditionally true parallels a physical phase transition in
the system. Thus we conclude that x̄ is always a stable solution for β < βc where βc, the critical
inverse-temperature, is given by

βc ≡
4

N|λ2|
. (62)

5.1.2. Continuum limit. Having obtained the critical temperature for the original system,
we next consider whether the continuum extrapolation of this system can lead to a similar
transition temperature. We determine this by considering the equations equations (50) and (51)
for the appropriate Ω(η). In section 4.1, we found Ω(η) = 2η for the lattice-gas system. Thus,
we have lnΩ(η) = elnη ln2, and equations (50) and (51) give us the conditions

0= ∂lnη ′F(lnη ′; lnη,β)|η=η̄ =−eln η̄ ln2+
1

β|λ2|
ln
(
η̄eβλ1/η

)
(63)

∂2
lnη ′F(lnη ′; lnη,β) |η=η̄ =−eln η̄ ln2+

1
β|λ2|

> 0. (64)

Solving equation (63) yields

ln η̄ = ln
(
ηe−βλ1

)
−W

(
−β|λ2| ln2ηe−βλ1

)
, (65)

where W is the Lambert W function. Substituting the condition equation (63) into
equation (64), we find that equation (65) is stable if 1> ln η̄− ln(ηe−βλ1) or, equivalently,
if 1>−W(−β|λ2| ln2ηe−βλ1). This inequality is true if W=W0 (i.e. if W is the principal
branch of the Lambert W function) and ifW0 is a real quantity. A fundamental property of the
Lambert W function is that it is real if and only if the argument of W is greater than or equal
to −e−1. If the argument of W in equation (65) falls below this threshold, then the solution is
not real, equation (63) doesn’t yield a physical quantity, and the saddle-point approximation
no longer applies. Thus in order for equation (65) to be a valid stable solution, the system
parameters must satisfy

−e−1 ⩽−β|λ2| ln2ηe−βλ1 . (66)

The inverse-temperature β is the only parameter we can modulate in a thermal system, so we
must solve for the condition on β that allows equation (66) to be satisfied. Again, using the
Lambert W function to find this condition, we find that equation (66) is satisfied if β in turn
satisfies

β ⩽ βc =− 1
λ1
W0

(
− λ1

η|λ2|e ln2

)
, (67)

13
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where we chose the principal branch to ensure that the inequality remained well-defined for
small arguments of the Lambert W function3. Considering equation (67) for η≫ 1 (as an
analogue to our N≫ 1 consideration) and assuming λ1 and |λ2| are of the same order of mag-
nitude, we can approximate equation (67) with W(x) = x+O(x2). With this approximation,
we find that equation (65) is stable if β ⩽ βc, where the critical inverse-temperature is

βc =
1

η|λ2|e ln2
+O

(
η−2
)
. (68)

Comparing this result to the corresponding result for the original statistical physics system, we
see that the∼1/N|λ2| dependence of equation (62) is matched by the∼1/η|λ2| dependence of
equation (68). Thus, the continuum limit of the original system yields a transition temperature
with the same parameter scaling behavior as that of the original system.

5.2. Interacting permutation model

Similar to the extension of the previous section, we can extend our system in section 4.2 to one
involving interactions between permuted elements. This extension was presented in [Wil17],
so we just review the major results here.

5.2.1. Original model. The state space of our system consists of permutations of a list, and
for the case of a mean-field interaction model, we take the system’s energy to be a quadratic
function of the number of derangements in the list. For an energy functionHint-symm = βλ1j −
β|λ2|j2/2, we find that the partition function for the system can be written as

Zint-symm. =
N∑
j=0

(
N
j

)
d( j)exp

(
−βλ1j +

β|λ2|
2

j2
)
≡

N∑
j=0

e−βfN( j;λ1,|λ2|,β), (69)

where we defined the free energy function f N as

fN ( j,λ1, |λ2|,β)≡ λ1j −
|λ2|
2
j2 − 1

β
ln

[(
N
j

)
dj

]
. (70)

For sufficiently large j, we have the approximation d( j)≃ j!/e. Thus, using the Gamma func-
tion expression of the factorial (n! = Γ(n+ 1)), we obtain

fN ( j,λ1, |λ2|,β) = λ1j −
|λ2|
2
j2 +

1
β
lnΓ(N− j+ 1)+ f0, (71)

where f 0 represents constants and sub-leading corrections in j. Taking equation (71) to define
the Landau free energy of the system, we can use it to compute the order parameter along with
the critical temperatures that constrain the system’s phase behavior. Imposing the critical point
condition ∂jfN( j,λ1, |λ2|,β)|j=̄j = 0 yields

∂j fN ( j,λ1, |λ2|,β) |j=̄j = λ1 − |λ2 |̄j−
1
β
ψ(0) (N− j̄+ 1) = 0 (72)

3 By the properties of the Lambert W function, we also require −e−1 <−λ1/(η|λ2|e ln2), but given our η ≫ 1
limit, we can assume that this criterion is automatically satisfied.
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where ψ(0)(x) is the digamma function. Further imposing the stability condition
∂2
j fN( j,λ1, |λ2|,β)|j=̄j > 0 yields

∂2
j fN ( j,λ1, |λ2|,β) |j=̄j =−|λ2|+

1
β
ψ(1) (N− j̄+ 1)> 0, (73)

where ψ(1)(x)≡ dψ(0)(x)/dx. To simplify these expressions, we use the digamma func-
tion approximation ψ(0)(x) = lnx− 1/2x+O(x−2). With this approximation, equation (72),
becomes

e−β|λ2 |̄j =−e−βλ1 ( j−N) (74)

which can be solved to yield

j̄= N+
1

β|λ2|
W
(
−β|λ2|eβλ1−β|λ2|N

)
, (75)

whereW is the Lambert W function with a currently unspecified branch. Two conditions con-
strain this solution. First, it must be greater than or equal to zero: j̄⩾ 0. Second, it must rep-
resent a stable value of Landau free energy: ∂2

j fN|j=̄j > 0.
For the first condition, we find that equation (75) satisfies j̄⩾ 0 when the system parameters

satisfy

1⩾− 1
β|λ2|N

W

(
−β|λ2|Ne−β|λ2|N eβλ1

N

)
. (76)

We multiplied and divided the expression in the argument by N for later convenience. Since
the Lambert W function is a monotonically increasing function that is defined by x=W(xex),
it has the property that W(xexa)/x⩽ 1 if and only if a⩽ 1. Thus equation (76) implies that
j̄⩾ 0 is satisfiable if and only if

eβλ1

N
⩽ 1. (77)

The boundary of this inequality gives us the first critical temperature of the system:

βc1λ1 = lnN [ j̄⩾ 0-condition temperature]. (78)

In order to have equation (75) satisfy j> 0, we require β < βc1.
For the second condition, we apply ∂2

j fN|j=̄j > 0 to equation (73). Using the approximation
ψ(1)(x) = 1/x+O(x−2), we obtain

∂2
j fN ( j,λ1, |λ2|,β) |j=̄j =−|λ2|+

1
β

1
N− j̄

=−|λ2|

(
1+

1

W
(
−β|λ2|eβλ1−β|λ2|N

)) , (79)

where in the second line, we used equation (75). Equation (79) is positive (thus suggesting a
stable critical point) if

−1<W
(
−β|λ2|eβλ1−β|λ2|N

)
< 0. (80)

The only branch whose range of values can satisfy equation (80) is the principal branchW0(x).
Therefore, the Lambert W function in equation (75) is the principal-branch function. The
right inequality in equation (80) is automatically satisfied given the negative argument of the

15



J. Phys. A: Math. Theor. 58 (2025) 025002 M Williams

Lambert W function. The left inequality is satisfied if and only if the argument of the Lambert
W function is greater than −e−1. This constraint gives us the condition

−e−1 <−β|λ2|eβλ1−β|λ2|N. (81)

Solving for the temperature that satisfies this condition gives us

β (λ1 − |λ2|N)<W

(
e−1

|λ2|
(λ1 − |λ2|N)

)
. (82)

Considering the boundary of the inequality in equation (82) gives us the second critical tem-
perature for the system:

βc2 =
1

λ1 − |λ2|N
W

(
e−1

|λ2|
(λ1 − |λ2|N)

)
[Stability-condition temperature]. (83)

The inequality β < βc2 defines a necessary and sufficient condition for equation (75) to be
a stable equilibrium of the Landau free energy. However, the properties of the Lambert W
function allow us to find an accompanying necessary but not sufficient (NBNS) condition that
β must satisfy for the system to have a stable equilibrium at equation (75). This condition will
be useful when we consider the continuum limit of this system later in this section. From the
identityW(x)/x= e−W(x), we can show thatW(Bx)/x< B and thus that A<W(Bx)/x implies
A<B. Thus, we find that a necessary (but not sufficient condition) that β must satisfy for
equation (75) to be a stable equilibrium is β < β0, where

β0 =
e−1

|λ2|
[NBNS stability-condition temperature]. (84)

Equations (78) and (83) (and relatedly equation (84)) represent the two main temperatures
that define the phase behavior of the mean-field interacting permutation system. Now, we con-
sider the continuum limit analogue of this system to see if the salient aspects of the thermal
behavior are reproduced.

5.2.2. Continuum limit. First, we recall that the microstate function Ω(η) from the linear-
energy permutation model is Ω(η) = Γ(η+ 1). The critical point conditions equations (50)
and (51) thus become

0= ∂lnη ′F(lnη ′; lnη,β)|η=η̄ =−η̄ψ(0) (η̄+ 1)+
1

β|λ2|
ln
(
η̄eβλ1/η

)
(85)

∂2
lnη ′F(lnη ′; lnη,β) |η=η̄ =−η̄ψ(0) (η̄+ 1)− η̄2ψ(1) (η̄+ 1)+

1
β|λ2|

> 0, (86)

where ψ(0)(x) is the digamma function and ψ(1)(x) is its derivative. To make progress, we
approximate ψ(0)(x)≃ lnx−O(x−1) for large x in both equations (85) and (86). Inserting this
approximation into equation (85), we obtain the self-consistency equation

ln η̄ =
lnη−βλ1

1−β|λ2|η̄
+O

(
η̄−1
)

(87)

and using the approximation ψ(1)(x)≃ x−1 −O(x−2) we find that equation (86) yields the
stability condition

η̄ (ln η̄+ 1)+O(1)<
1

β|λ2|
, (88)
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or equivalently

ln η̄ <W0

(
e

β|λ2|

)
− 1. (89)

Now with equation (55), we find that the order parameter of the system has the form

javg ≃ η̄ψ(0) (η̄+ 1) = η̄ ln η̄+O(1) . (90)

Thus, to leading order, we can take javg = η̄ ln η̄. In the original thermal system, ⟨ j⟩=∑N
i=1⟨σi ⟩⩾ 0. Assuming the continuum extrapolation also obeys this inequality, we can infer

from equation (90) that η̄ ⩾ 1 and thus ln η̄ ⩾ 0. Considering equation (87) in the context of
this inequality, we conclude that the numerator and the denominator must both be positive
quantities4. Requiring the numerator to be positive gives lnη ⩾ βλ1, which in turn yields the
first critical temperature condition for the system:

β̃c1λ1 = lnη [javg ⩾ 0-condition temperature]. (91)

Equation (91) matches the form of the ⟨ j⟩⩾ 0 condition equation (78). Requiring the denom-
inator of equation (87) to be positive we find 1−β|λ2|η̄ > 0 or β < 1/|λ2|η̄ which cannot be
solved for β since η̄ is implicitly a function of β. Instead, using the fact that η̄ ⩾ 1, we find
that a NBNS condition for the denominator of equation (91) to be non-negative is β < 1/|λ2|.
Inspecting equation (89) shows that this same inequality is also a NBNS condition for the
point η̄ to define a stable critical point of the system. Thus we can conclude that the condition
β < β̃0, where

β̃0 =
1

|λ2|
[NBNS stability-condition temperature], (92)

defines a NBNS condition for the stability of the system. This condition matches the scaling of
the analogous NBNS condition equation (84) for the original system. Of course, it would have
been preferred to find some way to solve equation (89) for a closed-form expression of the
limiting temperature. However, the analytical results of this formalism do not seem to admit
such a solution. This fact reveals the limitations of this continuum formalism. Often, consistent
equations can be found between the original system and its continuum extrapolation, but it
sometimes proves analytically intractable to produce results that exactly match those of the
original system.

6. Discussion

Transitions from the discrete to the continuous abound in physics and typically result in
simplified, more holistic dynamics for a system. A series of Hookean oscillators becomes
a string governed by the wave equation [Pai05]. Coupled torsional pendula lead to the sine-
Gordon equation [Sco69, DP06]. Themaster equation governs probabilities for discrete events,
but when the events are made continuous, the Fokker Planck equation [VK92] becomes the
equation of interest.

In each of these examples, the continuum limit transforms a system of many equations into
a single partial differential equation. Inspired by these transformations, we showed that taking

4 Alternatively, we might think that both numerator and denominator can be negative quantities, but for consistency
with equation (38) we also want equation (87) to yield ln η̄ ≃ lnη−βλ1 in the λ2 → 0 limit and such a limit requires
lnη−βλ1 to be positive.
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a class of statistical physics systems to the continuum limit led to a partial differential equation
for the continuum analogues of the original partition functions.

The main result of this work is

ZN (β) =
∑
σ

ω
(∑

i
σi

)
exp
[
−βE

(∑
i
σi

)]
Continuum Limit−→

[
∂

∂β
+ E

(
∂

∂ lnη

)]
Z (η;β) = 0 (93)

where σ has components σi ∈ {0,1}. Unlike in the typical application of continuum limits
where the system’s degrees of freedom are transformed, here the discretely-valued partition
function itself transitions to a continuous domain and we obtain a newway to study the thermal
properties of a system: Instead of computing and analyzing the discrete sum definitive of the
partition function, we solve the partial differential equation that governs the system’s con-
tinuum extrapolation.

Importantly, the formalism applies only to mean-field systems where degrees of freedom
are binary-valued (e.g. σi ∈ {0,1}). The foundational transformation equation (93) relies on
the energy being a polynomial function of

∑
iσi, a quantity proportional to the mean field of

the system. The fact that this analysis is limited in this way leads to an obvious question: Given
that mean-field systems are typically already approximations of some original system, what
value is there in pursuing a continuum-limit extrapolation (i.e. approximation) of an already
approximated system? This question of value appears again when we consider that the results
we derive from the continuum analogue are not new and simply affirm what we find in the
original system. Why go through the work of making such a continuum extrapolation if it
gives us the same thermal properties as the starting system, but often requires us to do more
work to obtain these properties?

The value stems from that generally found in reformulations of known systems: It provides
new ways to interpret the original system, which can serve as the foundation for connecting it
to other systems that are far removed from the first system’s context. As an explicit example,
in section 5, we found that the continuum limit of mean-field systems with quadratic ener-
gies yielded a heat equation where inverse-temperature was the analogue for time. Thus, the
temperature dependence of these systems could be defined as diffusion in degree-of-freedom
space with all the concomitant interpretations that arise for heat evolution

Partition function of Temperature-dependent

interacting mean-field system
Continuum limit−→ diffusion in degree-of-freedom space. (94)

For example, when the independent variable (t in the standard diffusion case and β in this case)
is zero, the system is at ‘maximum density.’ For the partition function equation, this maximum
density is reflected in the fact that all microstates are equally likely, and the partition function
reduces to a sum over all microstates. However, as the independent variable increases (i.e. time
evolves forward for standard diffusion or temperature is lowered for diffusion in degree-of-
freedom space), the system density decreases, which for the partition function is a reflection
of the fact that some higher energy microstates become less accessible at lower temperature.
Thus, the transformation equation (93) allows us to relate systems that otherwise might seem
independent, and these relations motivate new questions and interpretations about the original
system.

This transformation also applies to more traditional mean feal models defined by ±1 spin
states. For example, in the traditional interacting mean-field Ising model [Yeo92] with energy
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−J
∑

i,j si sj the spin sites si ∈ {−1,+1} can be written as si = 2σi− 1, thus allowing the
energy to be written in terms of

∑
iσi. However, the classic nearest-neighbor Ising model

cannot be similarly translated.
Althoughwe could reproduce the qualitative scaling behavior of the transition temperatures,

we did not reproduce the functional dependencies of the order parameters. In other words,
for all our continuum extrapolations, the analogs to thermal averages did not have the same
functional dependence on the parameters as that in the original thermal system. Thus, it appears
that there is a physical difference introduced into the partition function by taking it to the
continuum limit. However, the phase transition of the original system is a sufficiently stark
thermodynamic property that the transition’s properties carry over. This suggests that on either
side of this particular continuum limit are two different thermal models united by being part
of the same universality class.

For the class of partition functions considered here, we required the energy function to
be a finite power series of its argument. This limitation was to ensure that both the original
power series and its continuum extrapolation remained finite. However, the “moment-to-partial
derivative” transformation equation (14) is valid for any integer k, and thus, we should be able
to translate all the terms of an infinite (but convergent) power series in E(k) to their continuum
limit versions. This means if the energy potential is of the theoretical (and non-physical) form
E(k) = E0 cos(k), then we should be able to write the continuum limit analog as

[
∂

∂β
+ E0 cos

(
∂

∂ lnη

)]
Z (η;β) = 0 (95)

where cos(· · ·) is defined by its Taylor series expression. However, the physical properties
of a statistical physics system with such an energy function are unknown, not to mention a
reliable mathematical approach to solving the equation equation (95). Thus, such an infinite
series energy function is primarily a mathematical curiosity.
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Appendix A. Derivation of moment identity equation (12)

We aim to derive the identity equation (12) from the recursive identity equation (11). Namely,
we want a closed-form expression for an arbitrary moment ⟨ jk⟩N that does not refer to lower-
order moments. We rewrite equation (11) here for convenience:

⟨ jk⟩NZN (β) = N⟨ jk−1⟩NZN (β)−N⟨ jk−1⟩N−1ZN−1 (β) . (96)

To start, we define a new function gk(N) as

gk (N)≡ ⟨ jk⟩NZN. (97)

Then equation (96) can be written as

gk (N) = Ngk−1 (N)−Ngk−1 (N− 1) . (98)

From equation (97), we have the boundary conditions

g0 (N) = ZN, gk (0) = δ (k,0) , (99)

where the second condition can be understood from equation (10).
We will employ a generating function approach to solving equation (98). We define the

generating function G(t,N) as

G(t,N)≡
∞∑
k=0

tkgk (N) . (100)

From equation (99), we see that G(t,N) has the boundary conditions:

G(0,N) = g0 (N) , G(t,0) = 1. (101)

Multiplying equation (98) by tk−1 and summing k from k= 1 to ∞, we obtain

1
t
(G(t,N)− g0 (N)) = NG(t,N)−NG(t,N− 1) , (102)

and solving for G(t,N) gives us

G(t,N) =
g0 (N)
1−Nt

− Nt
1−Nt

G(t,N− 1) . (103)

Iterating this recursion and using G(t,0) = 1, we find

G(t,N) =
N∑

m=0

(−1)m g0 (N−m) tm
m−1∏
i=0

(N− i)
m∏
j=0

1
(1− (N− j) t)

. (104)

We can condense the first product within the summation by using the falling factorial defin-
ition (N)m ≡

∏m−1
i=0 (N− i). For the other product, we introduce the complete homogeneous

symmetric polynomial hj defined explicitly as

hj (X1,X2, . . . ,XN)≡
∑
ℓi⩾0

δ ( j, ℓ1 + ℓ2 + · · ·+ ℓN)X
ℓ1
1 X

ℓ2
2 · · ·XℓN

N , (105)

and implicitly as

N∏
k=1

1
1−Xkt

=
∞∑
j=0

tjhj (X1,X2, . . . ,XN) . (106)
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Returning to equation (104), we can take the tm factor and the second product to obtain

tm
m∏
j=0

1
1− (N− j) t

=
tm

(1−Nt)m+1

m∏
j=0

1
1+ jt/(1−Nt)

=
∞∑
ℓ=0

(−1)ℓ
tℓ+m

(1−Nt)ℓ+m+1 hℓ (1,2, . . . ,m) , (107)

where in the final line we used equation (106) and hℓ(0,1,2, . . . ,m) = hℓ(1,2, . . . ,m). Now,
with the identity

tℓ+m

(1−Nt)ℓ+m+1 =
1

Nℓ+m

∞∑
k=ℓ+m

(
k

ℓ+m

)
(Nt)k , (108)

we then find

tm
m∏
j=0

1
1− (N− j) t

=
∞∑
ℓ=0

(−1)ℓN−(ℓ+m)
∞∑

k=ℓ+m

(
k

ℓ+m

)
(Nt)k hℓ (1,2, . . . ,m)

=
∞∑
r=m

(−1)r−mN−r
∞∑
k=r

(
k
r

)
(Nt)k hr−m (1,2, . . . ,m) , (109)

where we changed summation variables from ℓ to r−m in the final line. Substituting this
reduced expression for the product into equation (104) gives us

G(t,N) =
N∑

m=0

(−1)m g0 (N−m) (N)m

∞∑
r=m

(−1)r−mN−r
∞∑
k=r

(
k
r

)
(Nt)k hr−m (1,2, . . . ,m)

=
N∑

m=0

(−1)m g0 (N−m) (N)m

∞∑
k=m

(
k
r

)
(Nt)k

k∑
r=m

(−1)r−mN−rhr−m (1,2, . . . ,m)

=
∞∑
k=0

tk
k∑

m=0

g0 (N−m) (N)m

k∑
r=m

(−1)rNk−r

(
k
r

)
hr−m (1,2, . . . ,m) . (110)

In rearranging the order of the summations, we repeatedly used the identity
∑M

j=A

∑∞
i=j =∑∞

i=A

∑i
j=A,whereM is positive and related to the positive integer A through A⩽M. Isolating

the coefficient of the tk term in equation (110), we find

gk (N) =
k∑

m=0

g0 (N−m) (N)m

k∑
r=m

(−1)rNk−r

(
k
r

)
hr−m (1,2, . . . ,m) . (111)

This result is close to our desired form for gk(N), but the polynomials hj can be further sim-
plified by writing them in terms of Stirling numbers of the second kind. To make this simpli-
fication, we use the identity [Wik23]

S(k+ ℓ,ℓ) = hk (1,2, . . . , ℓ) , (112)

where S(n,m) is the Stirling number of the second kind. Using this, we obtain finally

gk (N) =
k∑

m=0

g0 (N−m) (N)m

k∑
r=m

(−1)rNk−r

(
k
r

)
S(r,m) . (113)
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And writing this result in terms of partition functions via equation (97), we then have

⟨ jk⟩NZN =
k∑

m=0

ZN−m (N)m

k∑
r=m

(−1)rNk−r

(
k
r

)
S(r,m) , (114)

thus affirming equation (12).

Appendix B. Derivation of moment to partial derivative identity equation (14)

We seek to derive equation (14) (reproduced here)

⟨
(∑

iσi
)k⟩NZN (β) −→ (

∂

∂ lnη

)k

Z (η;β) (115)

by applying the continuum limit transformations

ZN−j (β)→Z (η− ja;β) for j ∈ Z and N→ η/a (116)

to equation (12) and then taking the limit of the result as a→ 0.
Before we apply the continuum limit transformations to equation (12), we will prepare for

the future application of an identity by expressing (N)ℓ in terms of Stirling numbers of the first
kind s(n,m) [Weib]:

(N)ℓ =
ℓ−1∏
i=0

(N− i) =
ℓ∑

j=0

s(ℓ, j)Nj. (117)

Equation (12) then becomes

⟨ jk⟩NZN =
k∑

ℓ=0

ZN−ℓ

ℓ∑
j=0

s(ℓ, j)Nj
k∑

r=ℓ

(−1)rNk−r

(
k
r

)
S(r, ℓ) . (118)

Making the continuum limit transformations gives us

⟨ jk⟩NZN → lim
a→0

k∑
ℓ=0

Z (η− ℓa)
ℓ∑

j=0

s(ℓ, j)(η/a)j
k∑

r=ℓ

(−1)r (η/a)k−r
(
k
r

)
S(r, ℓ) . (119)

From here, we note that by the limit definition of higher order derivatives, we know

∂k

∂ηk
Z (η) = lim

a→0
a−k

k∑
ℓ=0

(−1)ℓ
(
k
ℓ

)
Z (η− ℓa) . (120)

Inverting this equation, we find that in order for equation (120) to be valid, Z(η− ℓa) must
satisfy
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Z (η− ℓa) =
ℓ∑

m=0

(−1)m
(
ℓ

m

)
am

∂m

∂ηm
Z (η) . (121)

Substituting equation (121) into equation (119), we find

⟨ jk⟩NZN → lim
a→0

k∑
ℓ=0

ℓ∑
m=0

(−1)m
(
ℓ

m

)
am

∂m

∂ηm
Z (η)

×
ℓ∑

j=0

s(ℓ, j)(η/a)j
k∑

r=ℓ

(−1)r (η/a)k−r
(
k
r

)
S(r, ℓ) . (122)

Switching the order of the first two summations and collecting factors of a yield

⟨ jk⟩NZN → lim
a→0

k∑
m=0

k∑
ℓ=m

(−1)m
(
ℓ

m

)
∂m

∂ηm
Z (η)

×
ℓ∑

j=0

s(ℓ, j)ηj+k−r
k∑

r=ℓ

(−1)r am−j−k+r

(
k
r

)
S(r, ℓ) . (123)

By the limit definition

lim
a→0

aN = δ (N,0) , (124)

we find

⟨ jk⟩NZN →
k∑

m=0

k∑
ℓ=m

(−1)m
(

ℓ

m

)
∂m

∂ηm
Z (η)

ℓ∑
j=0

s(ℓ, j)ηj+k−r
k∑

r=ℓ

(−1)r δ (r,k+ j−m)

(
k
r

)
S(r, ℓ)

=

k∑
m=0

ηm
∂m

∂ηm
Z (η)

k∑
ℓ=m

(
ℓ

m

)
ℓ∑

j=0

s(ℓ, j)(−1)k+j

(
k

k+ j −m

)
S(k+ j−m, ℓ)

=

k∑
m=0

ηm
∂m

∂ηm
Z (η) Ωkm, (125)

where we defined

Ωkm =
k∑

ℓ=m

(
ℓ

m

) ℓ∑
j=0

(−1)k+j
(

k
k+ j −m

)
s(ℓ, j)S(k+ j−m, ℓ) . (126)

From here, we will use the Egorychev method of proving combinatorial identities by repres-
enting quantities as contour integrals [Ego84]. The subsequent derivation follows that given
in [Rei23].

The contour integral expressions for the Stirling numbers of the first and second kind
([Gou], equations (7.1) and (7.3), respectively) are

S(M, ℓ) =
M!

2π iℓ!

˛
Γ

dz
zM+1

(ez− 1)ℓ , s(ℓ, j) =
ℓ!

2π i

˛
Γ

dq
qj+1

(
q
ℓ

)
. (127)

where Γ is a closed contour encircling the origin in the complex plane. With these identities
equation (126) becomes
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Ωkm =
1

2π i

˛
Γ

dz
z

1
2π i

˛
Γ

dq
q

k∑
ℓ=m

(
ℓ

m

)
ℓ∑

j=0

(−1)k+j k!
(m− j)!

1
qj

(
q
ℓ

)
1

zk+j−m
(ez− 1)ℓ

=
k!
2π i

˛
Γ

dz
zk+1

1
2π i

˛
Γ

dq
qm+1

k∑
ℓ=m

(
q
ℓ

)(
ℓ

m

)
(ez− 1)ℓ (−1)k+m

ℓ∑
j=0

(−1)j−m 1
(m− j)!

1
qj−m

1
zj−m

.

(128)

Isolating the sum over j yields

ℓ∑
j=0

(−1)j−m 1
(m− j)!

1
qj−m

1
zj−m

→
m∑

j=−∞

1
(m− j)!

(−qz)m−j
= e−qz. (129)

In equation (129), we extended the lower limit of the summation to −∞. This extension does
not change the value of Ωkm since s(ℓ, j) = 0 for j< 0 as can be affirmed by the contour integ-
ral expression equation (127). We also stopped the upper limit at j=m since equation (126)
implies that j cannot be greater than m. Thus equation (128) becomes

Ωkm =
k!
2π i

˛
Γ

dz
zk+1

1
2π i

˛
Γ

dq
qm+1

k∑
ℓ=m

(
q
ℓ

)(
ℓ

m

)
(ez− 1)ℓ (−1)k+m e−qz. (130)

For the summation over ℓ, the standard binomial identity

k∑
ℓ=m

(
q
ℓ

)(
ℓ

m

)
Xℓ =

(
q
m

)
Xm (1+X)q−m (131)

leads to
k∑

ℓ=m

(
q
ℓ

)(
ℓ

m

)
(ez− 1)ℓ =

(
q
m

)
(ez− 1)m ezq−zm. (132)

Equation (130) is then

Ωkm =
k!
2π i

˛
Γ

dz
zk+1

1
2π i

˛
Γ

dq
qm+1

(
q
m

)
(ez− 1)m (−1)k+m ezq−zme−qz

=
k!
2π i

˛
Γ

dz
zk+1

(
e−z− 1

)m
(−1)k

1
2π i

˛
Γ

dq
qm+1

(
q
m

)
=

k!
2π i

˛
Γ

dz ′

z ′k+1

(
ez

′
− 1
)m

· 1
2π i

˛
Γ

dq
qm+1

(
q
m

)
= S(k,m) · s(m,m) = S(k,m) . (133)

In the penultimate line, we defined z ′ =−z. Now returning to equation (125), we have

⟨ jk⟩NZN →
k∑

m=0

ηm
∂m

∂ηm
Z (η) S(k,m) . (134)

Using the recursive definition of the Stirling polynomial (S(k+ 1,m) = S(k,m)m+ S(k,m−
1)) one can employ a proof by induction (see appendix C) to show

∂ℓ

∂ lnηℓ
F(η) =

ℓ∑
m=0

S(ℓ,m) ηm
∂m

∂ηm
F(η) , (135)
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for a function F(η). This result is shown less directly in [Boy12]. Thus, in all, we see that
taking equation (134) to the continuum limit yields the transformation

⟨ jk⟩NZN →
(

∂

∂ lnη

)k

Z (η) . (136)

Appendix C. Logarithmic derivatives and Grunert’s formula

Here, we prove, by induction, equation (135), the expression of higher-order logarithmic deriv-
atives as a linear combination of dimensionless derivative operators:

∂ℓ

∂ lnηℓ
F(η) =

ℓ∑
m=0

S(ℓ,m) ηm
∂m

∂ηm
F(η) (137)

where S(ℓ,k) are Stirling numbers of the second kind, and F(η) is a real-valued function.
As the first inductive step, we show that the result is true for ℓ= 1. Doing so yields,

∂

∂ lnη
F(η) = S(1,0)F(η)+ S(1,1) η

∂

∂η
F(η) = η

∂

∂η
F(η) , (138)

where we used S(ℓ,0) = δℓ0 and S(1,1) = 1 [Weic]. Assuming the identity is true for ℓ= k,
we have

∂k

∂ lnηk
F(η) =

k∑
m=0

S(k,m) ηm
∂m

∂ηm
F(η) . (139)

Now, to prove the result is true for ℓ= k+ 1. Taking an additional logarithmic derivative on
both sides of equation (139), we obtain

∂k+1

∂ lnηk+1F(η) =
k∑

m=0

S(k,m) η
∂

∂η

(
ηm

∂

∂ηm
F(η)

)

=

k∑
m=0

S(k,m)mηm
∂m

∂ηm
F(η)+

k∑
m=0

S(k,m)ηm+1 ∂m+1

∂ηm+1F(η)

=

k∑
m=1

(S(k,m)m+ S(k,m− 1))ηm
∂m

∂ηm
F(η)+ S(k,k)ηk+1 ∂k+1

∂ηk+1F(η)

[Stirling Number Identity] =
k∑

m=1

S(k+ 1,m)ηm
∂m

∂ηm
F(η)+ S(k,k)ηk+1 ∂k+1

∂ηk+1F(η)

[Using S(n,0) = δn0] =

k∑
m=0

S(k+ 1,m)ηm
∂m

∂ηm
F(η)+ S(k,k)ηk+1 ∂k+1

∂ηk+1F(η)

[Using S(k,k) = 1] =
k+1∑
m=0

S(k+ 1,m)ηm
∂m

∂ηm
F(η), (140)

which is the desired result for the final induction step.
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Appendix D. Alternative derivation of equation (46)

We originally obtained equation (46) from a straightforward application of Green’s functions,
but it is possible to derive the result by employing the Hubbard-Stratonovich method [Hub59].
In what follows, we will use the superscripts (1) and (2) to distinguish partition functions
obtained from linear and quadratic energy functions, respectively.

For the condition λ2 =−|λ2|, the energy function is E( j) = λ1j − |λ2|j2/2 and the associ-
ated partition function is

Z(2)N (βλ1,β|λ2|) =
N∑
j=0

(
N
j

)
ω ( j)e−βEN( j) =

N∑
j=0

(
N
j

)
ω ( j)e−βλ1j+β|λ2|j2/2. (141)

With a Gaussian identity, we then find

Z(2)N (βλ1,β|λ2|) =
1√

2π |λ2|β

ˆ ∞

−∞
dxe−x2/4β|λ2|

N∑
j=0

(
N
j

)
ω ( j)e−j(βλ1+x)

=
1√

4π |βλ2|

ˆ ∞

−∞
dxe−x2/2β|λ2|Z(1)N (βλ1 + x) , (142)

where we defined Z(1)N (x)≡
∑N

j=0

(N
j

)
ω( j)e−j x. Next, we note that from equation (3), the par-

tition function Z(1)(x) satisfies

∂xZ
(1)
N (x) =−N

(
Z(1)N (x)−Z(1)N−1 (x)

)
, (143)

which, when extrapolated to the continuum regime, yields the differential equation(
∂

∂β
+λ1

∂

∂ lnη

)
Z(1) (η;βλ1) = 0, (144)

with Z(1)(η;0) = Ω(η). Any continuously differentiable function f of the variable lnη−βλ1

satisfies the differential equation (144) (e.g.Z(1)(η,βλ1) = sinh(lnη−βλ1) is a solution), but
to find the particular solution we must use our boundary condition Z(1)(η;0). Doing so, we
find the particular solution to equation (144) is

Z(1) (η;βλ1) = Ω
(
ηe−βλ1 + 1

)
. (145)

We complete the continuous extrapolation of Z(2)N (βλ1,βλ2) to Z(2)(η;βλ1,βλ2) in
equation (142) by making the two transformations

Z(1)N (βλ1 + x)→Z(1) (η;βλ1 + x) (146)

Z(2)N (βλ1,βλ2)→Z(2) (η;βλ1,βλ2) . (147)

With equation (145), and the above transformations, the continuum extrapolation of
equation (142) then becomes

Z(2) (η;βλ1,βλ2) =
1√

2π |λ2|β

ˆ ∞

−∞
dxe−x2/2β|λ2|Ω

(
ηe−βλ1−x+ 1

)
=

1√
2π |λ2|β

ˆ ∞

−∞
dlnη ′ exp

[
− 1

2β|λ2|
ln2
(
ηe−βλ1

η ′

)]
Ω(η ′ + 1)

(148)
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where in the final equality we changed variables using x= ln(ηe−βλ1/η ′). This result thus
reproduces equation (46).
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