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Abstract

Motivated by the combinatorial properties of the protein-design problem and the specific

and non-specific interactions in biomolecular systems, we build exactly-solved models for

the statistical physics of the symmetric group, permutation glasses, and the self-assembly

of dimer systems. The first two models are studied for their statistical physics properties

apart from the motivating system, and the third model is used to better understand the

constraints of correct dimerization in biomolecular systems.

These models are exactly-solved in the sense that the sum-over-states defining their

partition functions can be reduced to analytically more tractable expressions, and unlike

most exactly-solved models in statistical physics whose motivations lie in condensed mat-

ter scenarios, these models are found by abstractly considering the combinatorial prop-

erties of biomolecular systems. This work suggests that there is a class of interesting but

unexplored models in the statistical physics of biomolecules. We conclude by suggesting

extensions to our presented models and starting points for new ones.
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Chapter 1

Introduction

“You’re trying to predict the behavior of [complicated system]? Just model it as a [simple

object], and then add some secondary terms to account for [complications I just thought

of]. Easy, right? So why does [your field] need a whole journal anyway?”

–Physicist encountering a new subject, xkcd, Randall Munroe.

1.1 Overview

The research field of biophysics has existed since the mid-20th century, and for much of

that time its practitioners have viewed physics as a tool that provided quantitative ques-

tions and methods to a discipline traditionally more focused on qualitative analysis. These

physics-derived tools ultimately proved useful to biology not only because they gave the

subject a new vocabulary and technology, but also because they led to important problems

and solutions that biologists might not have found on their own. A few examples from

this history: Luria and Delbrück used mathematical and probabilistic methods to affirm

Darwin’s theory of evolution by natural selection (Luria and Delbrück, 1943; Luria, 1984;

Kay, 1985); Crick, Franklin, and Watson took from physics a reductionist philosophy and

X-ray crystallography methods and thereby resolved the sub-cellular structures respon-

sible for genetic inheritance (Watson and Crick, 1953; Sayre, 2000); Berg and Purcell used

1



Chapter 1. Introduction

electromagnetism and the theory of diffusion to establish limits on how accurately bacteria

can determine surrounding food concentrations (Berg and Purcell, 1977).

Due to this history, more traditional physicists have considered biophysics to be a part

of applied physics rather than physics proper, which is to say that they saw the subject

as being concerned with problems less fundamental to our understanding of the phys-

ical world than those explored in cosmology, high energy physics, or condensed mat-

ter physics. According to this perspective, although one could use an understanding of

physics to contribute to problems of biological interest, one could not use problems in bi-

ology to contribute to an understanding of physics. One of the purposes of this thesis is

to argue that this view is wrong by showing that there are models motivated by biological

systems which nevertheless still have properties of interest to physicists.

To this end the thesis presents three statistical physics models: The first motivated

by the role permutations play in computational relationships between protein structure

and sequence, the second a disordered extension to the first, and the third motivated by

the general properties of correctly and incorrectly interacting monomers in protein and

DNA systems. Although all models begin from principally biological concerns, they also

ultimately bear features of interests to physicists. From the first model, we find multiple

phases andmultiple transition temperatures, and from the second model we find a new

context in which to explore quenched disorder. From the third model, we find explicit

equilibrium conditions defining how a system with many interacting particles can self-

organize into a more ordered configuration.

All models are "exactly solvable" in Baxter’s sense of the phrase (Baxter, 2016), that is,

the initial sum over states defining their partition functions can be reduced to analytical

expressions from which observables can be computed. Exactly solvable models are useful

in physics because they provide analytically simple frameworks for understanding prop-

erties found in more realistic systems. Thus, another purpose of this thesis is to study

an unexplored intersection between biomolecular systems and exactly-solved models in

statistical physics (Fig. 1.1).

2



Chapter 1. Introduction

FIGURE 1.1: The problems considered in this thesis are found in the intersection between
exactly-solved statistical physics, biomolecular systems, and combinatorics.

The key mathematical techniques used to study this intersection are drawn from com-

binatorics, and the basic approach we take to building and studying our models is as fol-

lows: We begin with a biomolecular system or a problem associated with biomolecular

systems. This starting point has properties that can be reduced to well-understood calcu-

lations from combinatorics. After representing the problem combinatorially, we then use

this representation to define the microstates of a statistical physics model whose exact par-

tition function is primarily either an interesting mathematical model in of itself or a useful

toy model for gaining insight into the motivating biomolecular system.

In this regard, the thesis can be divided into two parts. The first part, starting in Chap-

ter 2, begins by considering a computational solution to the "protein design problem" prob-

lem. Protein design refers to the task of determining what sequences of amino acids are

needed to obtain specific 3D protein structures (Shakhnovich, 1998). In certain compu-

tational solutions to this problem (Shakhnovich and Gutin, 1993a), one seeks the correct

orderings of a particular collection of amino acids, and, motivated by such solutions, we

present and analyze the properties of a model whose state space is defined by permuta-

tions of an ordered list. In Chapter 2 we analyze the simplest mean-field versions of the

model, and in Chapter 3 we study the model in the context of quenched disorder and

thereby define what we term a "permutation glass". In both chapters, after introducing

the problem, the focus is largely mathematical and the resulting model does not make

reference to the protein design problem that motivated it.

3



Chapter 1. Introduction

The second part, represented by Chapter 4, also uses a biomolecular system to motivate

an exactly-solved statistical physics model, but after analyzing the properties of the model,

we use our results to develop new ways to understand the motivating system. In this way

the model we develop provides physics with an exactly-solved model of a self-organized

system and also provides molecular biology with a new way to characterize systems of

interacting biomolecules.

All of the presented models, whether they focus on the abstract properties of math-

ematical models or on what such models suggest about their motivating biomolecular

systems, are united in the ways that they use combinatorics to define and explore their

questions of interest. In the final chapter, we consider where else this theme might lead

us by extending the prior models to ones associated with a more general or different set

of combinatorics problems. The hope is that this final chapter itself provides an entryway

into a new set of exactly-solved models in statistical physics.

1.2 Supplementary Literature Review

The review of the literature relevant to the respective problems in Chapters 2 through

4 is presented at the start of each chapter. In this section we review the literature rele-

vant to the larger message of this work. In particular we review some of the important

work constituting the intersection between exactly-solved statistical physics models and

biomolecules, and we conclude by suggesting how incorporating combinatorics into this

intersection can expand the existing models that physicists draw from in understanding

biological phenomena. This review exists outside the specific collection of topics discussed

in the body of this thesis, and therefore can be excluded without a significant cost to later

understanding.

We will limit our subsequent discussion to models in the physics of biomolecules by

which we mean models derived from the equilibrium statistical physics of microstates and

partition functions. Therefore, we will not discuss the many important problem-solutions

in evolutionary dynamics nor will we discuss famous results in biochemistry.

4



Chapter 1. Introduction

Finally, we will focus on models in equilibrium statistical physics rather than in non-

equilibrium statistical physics. This choice is not necessarily limiting since the set of sys-

tems for which there are exactly-solved non-equilibrium models, exists within the set of

systems for which there are exactly-solved equilibrium models.

1.2.1 Reign of the Ising Model

In equilibrium statistical physics, the study of a physical problem often begins with the

partition function, and if the partition function can be written as a closed-form analytical

expression1 (or even be analytically approximated), we call the associated model "exactly-

solved" or "exactly-solvable." Therefore, we can say that the field of exactly-solved statis-

tical physics began in 1924, when Max Planck introduced the partition function to physics

and gave it its alphabetic symbol. Calling it "Zustandsumme" (the German word for "state

sum"), Planck applied the theoretical construct to study a gas of hydrogen atoms. (Mehra,

2001). One year later, in his PhD thesis, Ernst Ising used the partition function to study a

simple model of ferromagnetism proposed by his advisor (Ising, 1925; Brush, 1967). In the

model, microstates are defined by a linear chain of spins, each of which can point in two

directions. The spins interact with their nearest neighbors and an external magnetic field.

In modern notation, the energy of a particular spin microstate is written as

E({σi}) = −J
N−1

∑
i=1

σiσi+1 − h
N

∑
i=1

σi, (1.1)

where σi (which can be +1 or −1) is the spin value at lattice site i, J is the energy of a

spin-spin coupling, and h is the energy from an external magnetic field. Ising computed

the partition function and the order-parameter for this system and showed that no phase-

transition existed for this one-dimensional case. Over the next two decades, various physi-

cists refined elements of Ising’s analysis and by the time Onsager, in 1948 (Onsager, 1944;

Brush, 1967) wrote the partition function for the two-dimensional case, the Ising model

was the most famous exactly-solved model in statistical physics.

1The mathematical meaning of "closed-form" is somewhat ambiguous (see (Weisstein, 2002a)). We take
it to mean an analytical expression which is simpler than the original sum-over-states defining the partition
function. But one could of course ask what does "simpler" mean.

5



Chapter 1. Introduction

After the 1950s discovery of the structure of DNA, chemists and physicists sought

physical explanations for the structural properties of all biomolecules. Given the Ising

model’s renown in physics, it is not surprising that many of the first attempts in these

directions found their inspiration in this famous model of locally interacting spins. In

particular, there are a number of features in the Ising model which make it an attractive

metaphor for different systems. First, it is a model in which local interactions over an ex-

tended volume lead to macroscopic changes in the properties of the system. Second, these

macroscopic changes can be induced by changing the temperature of the system. Third,

since local interactions are the source of non-local changes, the Ising model is consistent

with the reductionist philosophy of physics and allows macroscopic properties to be en-

coded by parameters defining local interactions. Applying these features to biomolecular

systems, one could hope to connect the properties of individually interacting amino acids

and nucleotide bases to the larger structural properties of proteins and DNA, respectively.

Over the second-half of the 20th century, many scientists chased this hope, and we

will consider three problems representative of their efforts to use the Ising model to build

exactly-solved models of biophysical phenomena.

• Helix-Coil Formation

DNA denaturation is the process in which the nucleotide base pairs in double-stranded

DNA break apart leading to a partial or full separation of the two DNA strands. In

1960, Zimm borrowed transfer-method techniques from the Ising model to study a

physical model of DNA denaturation (Zimm, 1960). In Zimm’s proposed model, the

nucleotide bases along a chain of DNA could exist in one of two states (bonded or

unbonded), and the bases could exist at the free ends between complementary DNA

strands, as bound base pairs, or as part of bubbles of unbound base pairs between

bound segments.

Zimm’s model of DNA denaturation was similar to one he published with Bragg a

year earlier concerning alpha helix-random coil transitions in polypeptides (Zimm

and Bragg, 1959). In certain polypeptides, the low-energy structure consists exclu-

sively of a series of alpha-helices, but when the surrounding system increases in

6



Chapter 1. Introduction

temperature, these helices lose their structure and become random coils. In 1970,

Poland and Scheraga showed that Zimm’s models of alpha helix-random coil for-

mation could be expressed as an Ising model (Poland and Scheraga, 1970), and that

ever more general helix-coil models could be represented as Ising Model’s where

magnetic moments had more than two spin states (i.e., as "Potts models"). Nelson’s

text (Nelson, 2004) has a particularly readable discussion of Poland’s and Scheraga’s

model. Taking a polymer chain to consist of monomeric units in either a helical

(σ = −1) or random-coil (σ = +1) state, the energy of such a polymer can be mod-

eled as

Ehelix-coil({σi}) = −αkBT
N

∑
i=1

σi − γkBT
N−1

∑
i=1

σiσi+1, (1.2)

where α is a parameter associated with the difference in energy between helix and

coil free energies, and γ is a parameter associated with the cost of immobilizing the

bonds that make up the helix. Studying the statistical mechanics of a polymer made

up of helices and coils with the energy function Eq.(1.2) is equivalent to studying

the Ising model with energy function Eq.(1.1), and, therefore, many of the methods

of the latter can be transferred to the former. From these methods one finds that

from computing the partition function for Eq.(1.2), the fraction of the polymer in the

helical state is found to be

θ =
1
2

(
1 +

sinh α√
sinh2 α + e−4γ

)
, (1.3)

which for sufficiently large values of N, and appropriate interpretation of the pa-

rameters α and γ, well matches the experimental data (Zimm, Doty, and Iso, 1959;

Nelson, 2004).

• DNA Force-Extension

DNA consists of a long chain of molecules and, when it exists in an aqueous solution,

microstates where the chain is long and straight are entropically disfavored. Thus,

a force is required to stretch DNA. How one analytically computes this force clearly

depends on how one models the DNA chain, and given DNA’s long polymer-like
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structure, it is also clear that any such model should include a connected chain of

monomers. However, it has not always been clear what interaction and continuity

properties one should assume about those monomers.

The Freely Jointed Chain (FJC), the simplest of the DNA models, was developed by

Werner Kuhn (Kuhn, 1934) for more general purposes. In the model the chain is

defined by a sequence of monomers in three dimensions where each monomer can

point in any direction relative to the previous one. Kuhn introduced the model to

study rubber, but the results were later used to describe molecular chains like DNA

(Schellman, 1974).

The Worm-Like Chain (WLC), introduced after the FJC, took DNA to be a continu-

ous flexible rod whose energy arose from the bending of the rod away from parallel.

The model was proposed in (Saitô, Takahashi, and Yunoki, 1967) and analyzed ex-

perimentally for DNA in (Marko and Siggia, 1995), where Marko and Siggia showed

it had force v. extension curves (for forces O(102 pN)) more accurate than those of

the FJC.

Conceptually poised between the FJC and the WLC is the Discrete Persistent Chain

(DPC), also known as the three-dimensional cooperative chain. Proposed by C. storm

and P. Nelson (Storm and Nelson, 2003), the model is a three-dimensional Ising

Model along a one-dimensional chain. Taking the chain to consist of N segments

of length `, where the ith segment points in the three-dimensional direction t̂i, a par-

ticular microstate of the chain is given by {t̂i} and the associated energy is

EDPC({t̂i}) = − f `
N

∑
i=1

ẑ · t̂i − A
kBT
`

N−1

∑
i=1

t̂i · t̂i+1, (1.4)

where f is the external force on the chain, and A is an effective-length parameter. In

(Storm and Nelson, 2003), Storm and Nelson found that the high-force (∼ 103 pN)

stretching predictions for the DPC provided better fits to the experimental stretching

curves of DNA than both the FJC and WLC. Moreover, taking A → 0 reduces the

DPC to the FJC, and taking N → ∞ transitions the DPC to the WLC. Therefore, in

8



Chapter 1. Introduction

various limiting cases the "Ising-like" Eq.(1.4) contains the previous models associ-

ated with DNA force-extension.

• Protein Folding Problem

The "protein-folding problem" refers to the task of determining the three-dimensional

structure of a protein from its sequence of amino acids. Mapping a one-dimensional

sequence to a three-dimensional structure seems intractable enough, but further com-

plicating the problem are the many strange properties of folded proteins. By the

1980s, proteins were known to fold completely or not at all which suggested that

folding was akin to a first-order phase transition (Go, 1983). Proteins were also

known to fold on very different time scales varying across protein species from 1ms

to 100s. And the longer times for folding were believed to be due to the system

passing through many free-energy local minima (Paine and Scheraga, 1985).

Many of these protein-folding properties are shared by spin glasses. A spin glass is

a model of spins much like the Ising model except, instead of having a fixed inter-

action parameter for all spins, the interaction parameter is drawn from a specified

distribution. In 1987, theoretical spin glasses, like real proteins, were known to ex-

hibit first-order phase transitions, long relaxation time scales and many local min-

ima. Pursuing the analogy between these two disparate systems, Bryngelson and

Wolynes transferred much of the then current spin-glass formalism to describe the

phase properties of proteins (Bryngelson and Wolynes, 1987).

Their main inspiration was Derrida’s analysis of the spin-glass version of the infinite-

range Ising model (Derrida, 1980). The energy function for the model is

Espin-glass = − ∑
i1≤···ir

Ji1,...,ir σi1 · · · σir , (1.5)

where Ji1,...,ir are coupling constants drawn from a Gaussian distribution with mean 0

and standard deviation r!/Nr−1. Motivated by Derrida’s extrapolation of Eq.(1.5) to

a more general model written in terms of energy, Bryngelson and Wolynes showed
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Chapter 1. Introduction

FIGURE 1.2: Many of the famous exactly-solved models in the physics of biomolecules have
been inspired by the Ising model Eq.(1.1). In this thesis, we hope to introduce a new inspi-
rational model into the study of exactly-solved biophysics models, one grounded in a state
space of permutations (and other combinatorial sets) rather than a state space of indepen-

dent spins.

how the primary, secondary, and tertiary-energy distributions of an amino acid se-

quence could lead to the "glassy" properties of protein folding. The resulting analysis

produced a qualitative phase diagram for protein folding and solidified a new lan-

guage and metaphor for describing the associated problem Stein, 1992.

1.2.2 Concluding Remarks

From the above list, we see that many of the famous models comprising the intersection

of exactly-solved statistical mechanics and biomolecules are Ising-like in that microstates

10



Chapter 1. Introduction

are defined by a list of independent "spin-sites" with a Hamiltonian consisting of local

interactions between the spins (Fig. 1.2). The Ising model was useful for the purposes

of modeling helix-coil transitions, computing force-extension curves, and understanding

theoretical properties of protein folding. However, the Ising-model as metaphor and the-

oretical construct inevitably limits the types of problems physicists seek to solve as well

as the chosen methods of solution. In particular, using the Ising-model as a theoretical

motivation only works if the space of states for each degree of freedom in the system is

independent of the spaces for the other degrees of freedom.

For some biomolecules systems, like the dimer system we will discuss in Chapter 4,

the degrees of freedom are not independent since a particle interacting in one way limits

the interaction possibilities of other particles. More specifically, in such systems, the mi-

crostates are related combinatorially. An objective of this thesis is to introduce a different

type of model into theoretical biophysics, one which can handle problems in which the

microstates of a system better resemble the elements of a combinatorial set rather than a

list of independent spin-states. The ultimate hope is to provide a new metaphor for un-

derstanding biomolecular systems which are different, but no less important, than those

documented above.
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Chapter 2

From Protein Design to the

Symmetric Group

“...I suppose the justification for studying these lattice models is very simple: they are

relevant and they can be solved, so why not do so and see what they tell us? ”

–Exactly Solved Models in Statistical Mechanics, R. J. Baxter.

2.1 Introduction

Chains of amino acids are important components of biological cells, and for such chains

the specific ordering of the amino acids is often so fundamental to the resulting function

and stability of the folded chain that if major deviations from the correct ordering were to

occur, the final chain could fail to perform its requisite function within the cell, proving

fatal to the organism.

More specifically, we see the relevance of correct ordering in the study of protein struc-

ture, which is often divided into the protein folding and protein design problem. While the

protein folding problem concerns finding the three-dimensional structure associated with

a given amino acid sequence, the protein design problem (also termed the inverse-folding

problem; see Fig. 2.1) concerns finding the correct amino acid sequence associated with a

given protein structure.
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FIGURE 2.1: Folding vs. Design (or Inverse Folding) problems: The protein folding prob-
lem is concerned with determining the three dimensional structure produced by a particular
sequence of amino acids. The protein design problem (which motivates the current work)
is concerned with finding the sequence(s) of amino acids which yield a given three dimen-
sional polypeptide structure. A number of approaches to the design problem are given in

(Shakhnovich, 1998)

An aspect of one solution to the protein design problem is to maximize the energy

difference between the low-energy folded native structure and the higher energy mis-

folded/denatured structures. In doing so, one takes native structure as fixed and then

determines the sequence yielding the minimum energy, under the assumption (termed the

"fixed amino-acid composition" assumption) that only certain quantities of amino-acids

appear in the chain (Morrissey and Shakhnovich, 1996). In this resolution (specifically

termed heteropolymer models (Shakhnovich and Gutin, 1993b; Shakhnovich and Gutin,

1993a)) the correct amino acid sequence is found by implementing an MC algorithm in se-

quence space given a certain fixed amino acid composition. This entails assuming the num-

ber of various types of amino acids does not change, and distinct states in sequence space

are permutations of one another. For example, for a polypeptide chain with N residues,

rather than searching over the entire sequence space (of size 20N), one searches over a

space of sequences (of size N!/n1!n2! . . . n20!) which are defined by a fixed number of each

amino acid.

This aspect of the protein design problem alerts one to a gap in the statistical mechanics

literature. Namely, there do not seem to be any simple and analytically soluble statistical

mechanics models where the space of states is defined by permutations of a list of compo-

nents.
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We can take steps toward constructing such a model by considering reasonable gen-

eral properties it should have. If we assume there was a specific sequence of compo-

nents which defined the lowest energy sequence and was thermodynamically stable in

the model, then deviations from this sequence would be less stable. Because of the role se-

quences of molecules play in biological systems, it is worth asking what features we expect

such sequences to have from the perspective of modeling in statistical mechanics.

In Sec. 2.2 we introduce the model, and compute an exact partition function which dis-

plays what we term “quasi"-phase transitions—a transition in which the sequence of low-

est energy becomes entropically disfavored above a certain temperature. In Sec. 2.3, we ex-

tend the previous model by adding a quadratic mean field interaction term and show that

the resulting system displays two transition temperatures, a triple point, and a quadruple

point. In Sec. 2.4, we discuss various ways we can extend this model in theoretical or more

phenomenological directions.

2.2 System and Partition Function

Our larger goal is to study equilibrium thermodynamics for a system defined by permu-

tations of a set of N components where each unique permutation is defined by a specific

energy. In general, we should consider the case where the set of N components consists

of L types of components for which if nk is the number of repeated components of type

k, then ∑L
k=1 nk = N. For simplicity, however, we will take nk = 1 for all k so that each

component is of a unique type and L = N.

To study the equilibrium thermodynamics of such a system with a fixed N at a fixed

temperature T, we need to compute its partition function. For example, for a sequence

with N components (with no components repeated), there are N! microstates the system

can occupy and assuming we label each state k = 1, . . . , N!− 1, N!, and associate an energy

εk with each state, then the partition function would be

Z =
N!

∑
k=1

e−βεk , (2.1)
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where εk for each state k could be reasoned from a more precise microscopic theory of how

the components interact with one another. Phenomenologically, Eq.(2.1) would be the most

precise way to construct a model to study the equilibrium properties of permutations, but

because it bears no clear mathematical structure, it is unenlightening from a theoretical

perspective.

Instead we will postulate a less precise, but theoretically more interesting model. For

most ordered chains in biological cells, there is a single sequence of components which

is the “correct" sequence for a particular macrostructure. Deviations from this correct se-

quence are often disfavored because they form less stable macrostructures or they fail to

perform the original function of the “correct" sequence. With the general properties of such

sequences in mind, we will abstractly represent our system as consisting of N sites which

are filled with particular coordinate values denoted by ωk. That is, we have an arbitrary

but fixed coordinate vector ~ω expressed in component form as

~ω = (ω1, . . . , ωN). (2.2)

We will take the collection of components {ωk} as intrinsic to our system, and thus take the

state space of our system to be the set of all the vectors whose ordering of components can

be obtained by permuting the components of ~ω, i.e., all permutations of ω1, . . . , ωN . We

represent an arbitrary state in this state space as ~θ = (θ1, . . . , θN), where the θk are drawn

without repeat from {ωk}. Formally, we would say our space of states is isomorphic to the

symmetric group on ~ω (Dixon and Mortimer, 1996). We will thus denote our state space as

Sym(ω) := Set of All Permutations of (ω1, . . . , ωN). (2.3)

and then an arbitrary state~θ is just an element element of this set.

As a first formulation of the model, we will take ~θ0 = ~ω (the correct sequence) to

represent the zero energy state in the system, and for each component θi of an arbitrary

vector ~θ which differs from the corresponding component ωi in ~ω, there is an energy cost
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of λi > 0. The Hamiltonian is then

HN({θi}) =
N

∑
i=1

λi Iθi 6=ωi , (2.4)

where θi and ωi are components of vectors~θ and ~ω respectively, and I is defined by

IA ≡


1 if A is true

0 if A is false
. (2.5)

We note that although we label our general state as ~θ = (θ1, . . . , θN), the components

θ1, . . . , θN can only take on mutually-exclusive values from the set {ωk}.

We want to explore the equilibrium thermodynamics of a system with a Hamiltonian

of Eq.(2.4). This amounts to calculating the partition function

ZN({βλi}) = ∑
~θ ∈ Sym(ω)

exp

(
−β

N

∑
i=1

λi Iθi 6=ωi

)
, (2.6)

where Sym(ω) is again the set of all permutations of the components of (ω1, . . . , ωN).

To find a closed form expression for the partition function, we group terms in Eq.(2.6)

according to the number of ways to completely reorder j components in ~ω while keeping

the remaining components fixed. Each such reordering (i.e., each value of j) is associated

with a sum over products of e−βλi terms with j factors of e−βλi (for various i) in each term.

The total partition function is a sum of all such reorderings for all js from 0 to N. As can

be seen from a direct expansion of Eq.(2.6), we have

ZN({βλi}) =
N

∑
j=0

dj Πj

(
e−βλ1 , . . . , e−βλN

)
, (2.7)

where dj, termed the number of derangements of a list of j (Chuan-Chong and Khee-

Meng, 1992), is the number of ways to completely reorder a list of j elements. The quantity

Πj(x1, . . . , xN), termed the jth elementary symmetric polynomial on n (Borwein and Erdé-

lyi, 2012), is the sum of all ways to multiply j elements out of the N term set {x1, . . . , xN}.
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For example, Π2(x1, x2, x3) = x1x2 + x2x3 + x3x1. By definition

Πk(x1, . . . , xN) =
1
k!

[
dk

dqk

N

∏
i=1

(1 + q xi)

]
q=0

. (2.8)

Derangements are often written as series expressions but we can use the definition of the

Gamma function to write them as integrals. By definition (Weisstein, 2002c)), dj is

dj =
j

∑
k=0

(−1)k
(

j
k

)
(j− k)!. (2.9)

Writing (j− k)! as
∫ ∞

0 ds e−ssj−k, we find that Eq.(2.9) becomes

dj =
∫ ∞

0
ds e−s(s− 1)j. (2.10)

Substituting this result into Eq.(2.7), we then find

ZN({βλi}) =
∫ ∞

0
dt e−s

N

∑
j=0

(s− 1)j Πj

(
e−βλ1 , . . . , e−βλN

)
=
∫ ∞

0
ds e−s

N

∏
`=1

[
1 + (s− 1)e−βλ`

]
, (2.11)

which is the desired closed-form expression for the partition function of this system.

With Eq.(2.11), the problem of abstractly studying a thermal system of permutations

with Hamiltonian Eq.(2.4) is, from the perspective of equilibrium statistical mechanics,

now complete. However, there are still some physical and theoretical results which can

be teased from this formalism. Specifically, we can ask whether this system exhibits phase

transitions. To answer this question, it would prove more analytically tractable to take

λi = λ0 for all i. With this condition, we employ the identity

Πj(

N elements︷ ︸︸ ︷
e−βλ0 , . . . , e−βλ0) =

(
N
j

)
e−jβλ0 , (2.12)
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and our partition function, Eq.(2.7), simplifies to

ZN(βλ0) =
N

∑
j=0

(
N
j

)
dje−jβλ0 (2.13)

=
∫ ∞

0
ds e−s

(
1 + (s− 1)e−βλ0

)N
, (2.14)

where we transformed our Hamiltonian asHN({θi})→ H(j) = λ0 j with j, defined as

j ≡
N

∑
i=1

Iθi 6=ωi , (2.15)

the number of components of ~θ which are not equal to the corresponding component in

~ω. We call j the number of incorrect components of ~θ, and if j = N we say ~θ is completely

disordered. For future reference we define the coefficient of e−βλ0 j in Eq.(2.13) as gN(j) so

that

gN(j) =
(

N
j

)
dj. (2.16)

and the partition function can be written as

ZN(βλ0) =
N

∑
j=0

gN(j)e−jβλ0 . (2.17)

The quantity gN(j) is the number of ways to reorder a list of N elements so that j elements

are no longer in their original position. This combinatorial definition of gN(j) will prove

useful when we explore the phase behavior of more complex models of permutations.

From the form of Eq.(2.13), it is clear that, physically, its associated Hamiltonian is not

realistic as it places distinct permutations (which in any true physical system most likely

have quite different energy properties) in the same degenerate energy state. Still, from a

theoretical perspective, the simplicity of this model makes it a suitable starting point for

studying the general properties of systems of permutations.
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2.2.1 Phase-like Behavior of “Non-Interacting" System

We can investigate the phase-like behavior of the system defined by the Hamiltonian

Eq.(2.4) (for constant λi across i), by applying steepest descent (Kardar, 2007a) to Eq.(2.14)

in the N � 1 limit. Performing the steepest descent approximation, solving for the critical

value of s, and re-substituting it into the result, we find the approximate free energy of the

system is

βF = − ln ZN(βλ0) ' Nβλ0 −
(

eβλ0 − N − 1
)
+ F0(N), (2.18)

where F0(N) ∼ N ln N is a βλ0 independent term. Noting that 〈j〉 = −∂ ln ZN/∂(βλ0) =

∂βF/∂(βλ0), we find the average number of incorrect components satisfies the following

equation of state:

〈j〉 ' N − eβλ0 . (2.19)

By Eq.(2.15), we can infer that 〈j〉 must be greater than or equal to 0. However, the right-

hand-side of Eq.(2.19) exhibits no such explicit constraint. Thus we can infer there is a

phase-like transition in our system at the temperature

kBTc =
λ0

ln N
. (2.20)

Below this temperature, we must have 〈j〉 ' 0 and thus the “correct permutation" has

the lowest free energy and is thermodynamically favored; above this temperature, 〈j〉 >

0 and the system is in a disordered phase where the previous lowest energy “correct-

permutation" is energetically disfavored.

Interestingly, this transition arises from the naively non-interacting Hamiltonian

HN({θi}) = λ0

N

∑
i=1

Iθi 6=ωi . (2.21)

We say “naively non-interacting" because Eq.(2.21) consists of a sum over linear functions

of a single index i, and thus does not suggest any coupling between terms of differing

index. However, statistical mechanics tells us that the energy of a system isn’t the only
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thing which determines the thermodynamic behavior of a system. Indeed we have to

consider entropic contributions as well, and in this system the entropy (as it is a function

of j) can drive thermodynamic behavior. In other words, although the Hamiltonian is

depicted as non-interacting and can set-theoretically be represented as

Hsystem = H1 ⊕H2 ⊕ · · · ⊕HN , (2.22)

our system really exhibits interactions between components because our total space of

states S cannot be factorized:

Ssystem 6= S1 ⊗ S2 ⊗ . . .⊗ SN . (2.23)

Thus the “non-interacting" system exhibits a transition at Eq.(2.20) due to the coupled

nature of the state space. As discussed in the subsequent section, we term this transition a

“quasi-phase transition" because it does not bear all of the standard properties we expect

in phase transitions.

Not a True Phase Transition

We claim the system does not exhibit true phase transition behavior because many of these

results are not consistent with the traditional thermodynamic definition of phase transi-

tions. For one, phase transitions are associated with divergences in the derivatives of the

free energy, but there is no divergence in the free energy associated with the partition func-

tion Eq.(2.14) for possible parameter values. Also, the result Eq.(2.19) only naively makes

〈j〉’s temperature dependence near 〈j〉 = 0 appear non-differentiable. Apparently, since

Eq.(2.19) requires that 〈j〉 = 0 for T < Tc, we have that ∂〈j〉/∂β goes from 0 to eβcλ0 at

βc = 1/kBTc. However, Eq.(2.19) arises from the steepest descent approximation, and

the non-approximated partition function Eq.(2.14) and its derivatives are actually differen-

tiable over their entire domain.

Finally, with Eq.(2.13) we can define a Landau free energy F(j) for this system accord-

ing to Z = ∑j e−βF(j), and what we may ordinarily label as a phase transition (i.e., going
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FIGURE 2.2: Free energy for “Non-Interacting Model": For λ0 > 0, the Landau free energy of
the system as a function of j, the number of incorrect components in~θ, is always convex with
a single global minimum. Because j ≥ 0, the j < 0 domain of each plot (dashed section) is
inaccessible. For sufficiently low temperatures, the minimum is at j = 0, but as we increase
the temperature beyond Eq.(2.20), the free energy curve moves to the right (but retains its
functional form) and the new minimum is at a j > 0 value. Actual plots of F(j) for j < 0
require us to replace the combinatorial term (N

j )dj with its corresponding gamma function
expression.

from 〈j〉 = 0 to 〈j〉 6= 0) arises, not from changes in the functional form of the Landau free

energy as we see in real phase transitions, but from changes in the excluded region of the

Landau free energy (See Fig. 2.2). Because the functional form of the free energy remains

the same we observe no true phase transition.

Alternatively, a heuristic argument for the non-existence of phase transitions in our

permutation model is mathematically very similar to the Landau argument (Landau, Lif-

shitz, and Pitaevskii, 1980) for the non-existence of transitions in 1d Ising Models. For our

permutation system with N lattice sites, the state of zero energy and zero entropy con-

sists of every site being occupied by its correct component. To increase the energy of this

system, we can choose j sites to contain incorrect components, thus giving us an energy

Hj = λ0 j. The number of ways we can choose these j components is given by Eq.(2.16)

Thus, upon introducing j 6= 0 incorrect components, the change in the Landau free energy

of our system is

∆F(j) = λ0 j− kBT ln
[(

N
j

)
dj

]
' j(λ0 − kBT ln N), (2.24)
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where we took these results in the 1 � j � N limit and used dj ' j!/e. In the thermody-

namic (N → ∞) limit, we find that ∆F(j) → −∞ meaning there is no non-zero T at which

the entropic contribution becomes subdominant to the energy. Thus the system exhibits

no phase transition.

2.3 Partition Function for Interacting Model

When we first considered a model of thermal permutations, we began with a Hamiltonian

where sites did not interact with one another and each had a site-dependent energy cost

for being incorrectly occupied:

H({θi}) = ∑
i

λi Iθi 6=ωi . (2.25)

More generally, we can consider Hamiltonians with an arbitrary number of multiple-site

interaction terms. Such a Hamiltonian could be written as

H({θi}) = ∑
i

λi Iθi 6=ωi +
1
2 ∑

i,j
µij Iθi 6=ωi Iθi 6=ωi + · · · . (2.26)

The first term in Eq.(2.26) associates an energy cost of λi with incorrectly occupying the

component at position i. The second term models interactions between sites where the

correct (or incorrect) occupation of a single site determines the energy of another. The

exact values of λi and µij could be chosen to ensure the “correct" state (θi = ωi for all

i) is non-degenerate as in the non-interacting model. The ellipsis represent higher order

interactions in this framework. Hamiltonians such as Eq.(2.26) should be more physically

relevant as they would correspond to systems where the energy cost for deviating from

the lowest energy permutation is not simply linear but could be represented as a tensor

valued fitting function.

We can make progress in studying the thermodynamics of more general Hamiltonians

like Eq.(2.26) by first only considering first- and second-order interaction terms and taking

the interactions to be constants: λi = λ1 for all i; µij = λ2/N for all i, j. The factor of
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1/N is chosen so that the second term matches the extensive scaling of the first term. The

partition function for such parameter selections is then

ZN(β; λ1, λ2) = ∑
~θ ∈ Sym(ω)

exp

(
−βλ1

N

∑
i=1

Iθi 6=ωi −
βλ2

2N

N

∑
i,j=1

Iθi 6=ωi Iθj 6=ωj

)
, (2.27)

where λ1 and λ2 are interaction parameters with units of energy. We can also write this

partition function in the Eq.(2.15) basis as

ZN(β; λ1, λ2) =
N

∑
j=0

gN(j)e−βE(j), (2.28)

where gN(j) is defined in Eq.(2.16) and

E(j) = λ1 j +
λ2

2N
j2 (2.29)

is the energy function for the system.

2.3.1 Calculating Order Parameter

Our goal is to analyze the “quasi"-phase behavior of this system in a way analogous to our

analysis for the non-interacting system. To do so we begin with the Landau free energy

function

FN(j, β) = λ1 j +
λ2

2N
j2 − 1

β
ln gN(j). (2.30)

Alternative starting points for this derivation are presented in Appendix A.1. Our system

is constitutively discrete, so it is not precisely correct to discuss our free energy in the

language of analysis, but given our expression for Eq.(2.16) we can map this system to a

continuous one which bears the same thermodynamic properties and for which analysis is

appropriate. Specifically, if we take j to be continuous and use the identity Γ(x + 1) = x!

and dj = Γ(j + 1,−1)/e where the incomplete Gamma function Γ(x, a) is defined as

Γ(x, a) =
∫ ∞

a
dt e−ttx−1, (2.31)
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then we can write

gN(j) =
Γ(N + 1)

Γ(j + 1)Γ(N − j + 1)
Γ(j + 1,−1)

e
, (2.32)

With the approximation Γ(j + 1,−1) ' Γ(j + 1) and the substitution Eq.(2.32), Eq.(2.30)

then becomes

fN(j, β) = λ1 j +
λ2

2N
j2 +

1
β

ln Γ(N − j + 1) + f0 (2.33)

where we defined our approximated free energy as fN(j, β) and collected the j independent

constants into f0. Now Eq.(2.33) is fully continuous and amenable to analysis. To find

the thermodynamic equilibrium of this system, we need to find the value of j for which

∂ fN(j, β)/∂j = 0 and ∂2 fN(j, β)/∂j2 > 0. For the first condition we have

∂

∂j
fN(j, β) = λ1 +

λ2

N
j− 1

β
ψ0(N − j + 1) = 0. (2.34)

As an asymptotic series, we have

ψ0(x) ' ln(x− 1/2), (2.35)

as can be affirmed by Taylor expansion ψ0(x) = ln x + 1/2x +O(x−2) (Weisstein, 2002b).

Applying the approximation Eq.(2.35) to Eq.(2.34), and setting the result to be valid for the

equilibrium value j = j, we then find the constraint

eβλ2 j/N = −e−βλ1
(

j− N − 1/2
)

, (2.36)

which has the solution

j
N

= 1− 1
βλ2

W
(

βλ2

N
eβλ1+βλ2

)
+O

(
1
N

)
, (2.37)

where W is the (branch unspecified) Lambert W function (Weisstein, 2002d), defined by

W(xex) = x. (2.38)
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To specify the branch of the W which corresponds to a stable equilibrium we compute the

second derivative of our free energy at this derived critical point. Doing so yields

∂2

∂j2
fN(j = j, β) ' 1

N

(
λ2 +

1
β

1
1− j/N

)
=

λ2

N

1 +
1

W
(

βλ2
N eβλ1+βλ2

)
 . (2.39)

Thus Eq.(2.37) (for λ2 > 0) yields a free energy minimum for

W
(

βλ2

N
eβλ1+βλ2

)
> −1, (2.40)

and yields a maximum for the inverse condition. This amounts to stating that the stable

equilibrium for j is defined by the principal branch of the Lambert W function where W =

W0 ≥ −1, and the unstable equilibrium for j is defined by the negative branch where

W = W−1 < −1.

Thus, the order parameter for this system is

j0
N

= 1− 1
βλ2

W0

(
βλ2

N
eβλ1+βλ2

)
+O

(
1
N

)
. (2.41)

We note that taking λ2 → 0 and using W(x) = x +O(x2) for |x| � 1 returns us to the

non-interacting result Eq.(2.19).

For completeness, we define the value of j which yields a free energy maximum as j−1;

it is related to Eq.(2.41) by replacing the principal branch function W0 with W−1.

2.3.2 Discussion of Parameter Space

In the previous section, we found that the order parameter for this system was given by

Eq.(2.41). We noted that this solution represented a local minimum of the free energy

as long as the Lambert W function satisfied W = W0 > −1. Thus when this condition

is violated, j0 is no longer a valid stable equilibrium, and our system has undergone a

“quasi"-phase transition or simply a transition.

Moreover, our values of j are bounded below by j = 0 and bounded above by j =

N, neither conditions of which are naturally constrained by Eq.(2.41). Thus these two
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FIGURE 2.3: Possible functional forms of Eq.(2.33): We note that the stabilities that define the
j = 0 and j = N points are not thermodynamic stabilities (namely they don’t arise from the
f ′(j) = 0 condition). Rather since the spectrum of j values is bounded below by 0 and above
by N, owing to these boundary conditions the system can become trapped in ordinarily
unstable parts of the free energy curve. The colors match the color of the associated region

of parameter space in Fig. 2.4.

conditions are associated with two other transitions. In all, then, there are three conditions

which define the quasi-phase boundaries in this system.

While there are three conditions which define transitions in this system, there are in fact

five distinct regimes of parameter space. We can obtain a qualitative sense of these regimes

by creating schematic plots of the free energy Eq.(2.33) for various parameter values of λ1

and λ2. The possible plots can be placed into five categories according to the plot’s stable

or metastable j values. We depict these possible plots in Fig. 2.3. We note that only the free

energy plots with valid values of j0 contain what we normally consider a thermodynamic

equilibrium; the other plots have “stable" values of j arising only from the j = 0 and/or

j = N boundary conditions.

Qualitatively, we can name the states according to the sequence space to which their

equilibrium values of j correspond. We know for j = 0, our system is in a state with zero

incorrect components in ~θ and hence the system is “perfectly ordered" or just "ordered".

Conversely for j = N our system has N incorrect components and hence the system is

“completely disordered" or just “disordered". The in-between case of j = j where 0 < j <
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N can be given the related label of “partially-ordered". Thus, the regime names associated

with our possible values of the order parameters are

• Ordered Regime (j = 0 stable): Neither j0 nor j−1 exist; f (N, β) > 0.

• Disordered Regime (j = N stable) : Neither j0 nor j−1 exist; f (N, β) < 0.

• Partially-Ordered Regime (j = j0 stable): Only j0 exists.

• Order and Disorder Metastable Regime (j = 0 and j = N stable): Only j−1 exists.

• Order and Partial-Order Metastable Regime (j = 0 and j = j0 stable) : Both j0 and

j−1 exist.

We note that it seems to be a fundamental feature (or a lack of one) of this system, that the

free energy Eq.(2.33) does not admit a metastability between partial-order and disorder.

2.3.3 Monte-Carlo Generated Parameter Space

With these regime definitions, we can depict the parameter space graphically. In Fig. 2.3

we showed the possible forms of the free energy for this system where each was catego-

rized according to the existence of the local minimum critical point j0, the existence of the

local maximum critical point j−1, and the sign of the quantity fN(j, β). We can extrapolate

this categorization to λ1 − λ2 parameter space, by determining which regions of param-

eter space correspond to specific plots in Eq.(2.33). Doing so through the Monte Carlo

procedure described in Appendix A.2, we generated 10,000 points of the parameter space

diagram in Fig. 2.4 for β set to 1. We note that the parameter space exhibits five regimes

separated by three lines cited in Table 2.1 each of which correspond to the three condi-

tions mentioned at the beginning of this section. These lines can be derived analytically

(as shown in Appendix A.3) by considering the conditions in turn and which regimes they

serve to connect.

2.3.4 Triple and Quadruple Points and Transition Temperatures

From Fig. 2.4 we see that our system is characterized by two points where there is a coexis-

tence between multiple regimes. Given that W−1(−e−1) = −1, we have that the Ordered,
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FIGURE 2.4: The λ1 − λ2 Parameter Space for Interacting Mean Field System: We set β = 1
and N = 100. We followed the Monte Carlo procedure outlined in the notes for 10,000
points. In the figure we also denoted the analytic lines (i.e., Eq.(A.36), Eq.(A.40), and
Eq.(A.43)) which define the separation between the phases. The colors correspond to the

colors of the free energy curve in Fig. 2.3.

Partially-Ordered, and Order-Partially-Ordered Metastability coexistence point is charac-

terized by the condition

λ1 = ln N/β and λ2 = −1/β. (2.42)

These conditions characterize the system’s triple point.

Similarly, for N � 1, the Partially-Ordered, Disordered, Order-Partially-Ordered Metasta-

bility, and Order-Disorder Metastability coexistence point is characterized by the condition

λ1 = ln N/β ' −λ2. (2.43)

This condition characterizes the quadruple point of the system.

Fig. 2.4 also depicts the possible regimes of our system for a given temperature and

various Hamiltonian parameters λ1 and λ2. More physically, we may be interested in

knowing what are the “quasi" phase properties of a system with a fixed λ1 and λ2 and a

variable temperature. That is, what are the temperatures which define the various transi-

tions between regimes in the system?
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TABLE 2.1: Functions defining boundaries between parameter regimes.

Regime Transition Boundary in Parameter Space
Order/Partial-Order βλ1 = ln N

Order/Order-Partial-
Order Metastability

βλ2 = W−1

[
−(N/e)e−βλ1

]
Order/Disorder βλ2 = − βλ1

1− 1/N

An arbitrary permutation system for a fixed N and at a variable temperature is char-

acterized by a specific energy function Eq.(2.29). Such a system is therefore defined by a

specific λ1 and λ2, and the system can be associated with a particular point (and hence

region) in the parameter space of Fig. 2.4. As we vary the temperature of this system, the

temperature dependent regime-coexistence lines change and if they change in such a way

as to extend the region of a regime to newly encompass our original point then our system

has undergone a transition. In this way, we can define the temperatures which characterize

various possible transitions of this system.

First, from Fig. 2.4 and Eq.(A.43) we note the regime-coexistence line between the

partially-ordered and disordered regime is independent of temperature, and so there is no

critical temperature defining a partial-order to disorder transition.

From Eq.(A.36), we can infer that the partial-order to order transition is characterized

by moving below the temperature

kBTc1 =
λ1

ln N
. (2.44)

Contingent on which region of parameter space the system lies, this temperature also char-

acterizes the disorder to order-disorder metastability transition and the partial-order to

order-partial-order metastability transition.

And from Eq.(A.39), we can solve for the associated transition temperature given fixed

λ1 and λ2 to find

kBTc2 = (λ1 + λ2)

[
W0

(
− N

eλ2
(λ1 + λ2)

)]−1

(2.45)
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where this expression is only relevant for−λ1 < λ2 < 0 and λ1 > kBT ln N. Moving above

this temperature leads to the order to order-partial-order metastability transition.

2.4 Discussion

In this work, motivated by an abstraction of a foundational problem in protein design, we

posited and analyzed the basic properties of a statistical physics model of permutations.

Formally, we considered a simple statistical physics model where the space of states for

N lattice sites was isomorphic to the symmetric group of degree N (Dixon and Mortimer,

1996), and where the energy of each permutation was a function of how much the permu-

tation deviates from the identity permutation.

In this model, we found that due to a state space which could not be factorized in

a basis defined by lattice sites, even the superficially non-interacting system can exhibit

phase-like transitions, i.e., temperature dependent changes in the value of the order pa-

rameter which do note exhibit the properties typically associated which phase transitions

in infinite systems. When interactions are introduced through a quadratic mean field term,

the system is capable of exhibiting five regimes of thermal behavior, and is characterized

by two transition-temperatures corresponding to various quasi-phase transitions.

The introduced model provides us with a basic exactly soluble system for certain inter-

action assumptions and thus provides a concrete model-based understanding of a system

with a non-factorizable state space. Because of its utility and the type of results obtained,

the model deserves to be subject to the standard extensions of typical canonical models

in statistical mechanics. In particular we hope to extend it to non-trivial site dependent

interactions. For example, a nearest neighbor interaction Hamiltonian of the kind which

characterize the Ising Model,

H({θi}) = −q
N

∑
i=1

Iθi 6=ωi Iθi+1 6=ωi+1 , (2.46)

would be an alternative physical extreme to the mean-field interactions considered in Sec-

tion 2.3.
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We could also consider a generalized chain of components where the interactions be-

tween sites or the cost for an incorrectly filled site is not constant but is drawn from a

distribution of values. Such a system of quenched disorder would characterize a permu-

tation glass which may contain interesting results due to the unique nature of the state

space.

Supposing it is possible to define more interesting interactions models, a natural inves-

tigation would concern the renormalization group properties of the system. Specifically,

we would be interested in how would one sum over specific states (as characteristic of a

renormalization group transformation) when the state space of a system looks like,

Ssystem =
N

∏
i=1
⊗Si (2.47)

i.e., is not factorizable along lattice sites.

Finally, to connect this model of permutations to problems more relevant to protein

design it would prove necessary to incorporate the possibility of repeated components or

the background geometry of a lattice chain.
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Permutation Glass

“‘Order and disorder’, said the speaker, ‘they each have their beauty.’ ”

–Speaker for the Dead, Orson Scott Card.

3.1 Introduction

In statistical physics, spin glasses exist as archetypical models of disorder due both to

their solubility and to the fact that they lend intuition to systems outside of physics which

nonetheless exhibit properties common to many spin glasses. Soon after the first spin glass

models were solved, physicists sought to apply the lessons of frustration, quenched dis-

order, and multiple equilibria to biological systems like neural networks (Hopfield, 1982;

Hopfield, 1984) and proteins (Bryngelson and Wolynes, 1987). But because biological sys-

tems integrate structure, function, and dynamics in ways not mirrored by any canonical

model of physics, the utility of these spin glass models existed not in providing detailed

predictions about biology but in supplying a quantitative framework in which to develop

new ways of understanding and describing biological problems (Stein, 1992) .

In a previous work (Williams, 2017), we moved in the opposite direction: Rather than

using our understanding of physics to develop new questions about biology, we used a

biological question to motivate the inquiry into a physical system. Motivated by a compu-

tational examination of the protein design problem (Shakhnovich, 1998), we considered a
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statistical physics model of permutations in which the state space was isomorphic to the

symmetric group. Significantly, the model’s motivation came, not from a physical system,

but from a Monte Carlo study of a problem of biochemistry, and to establish intuition for

it we considered lattice models where the energy costs were uniform across the system.

But even with this simple assumption, the resulting permutation model had interesting

thermal behavior because the non-factorizable nature of the state space conferred entropic

disorder to a system which was nominally non-interacting. Thus the system exhibited

thermal transitions among units which were coupled through state space even though

they were not coupled in the Hamiltonian.

In this paper, we connect our study of the statistical physics of the symmetric group

to disordered systems by considering the properties of a system with a state space of per-

mutations and a quenched distribution of energy parameters. Given the unique nature of

the state space and the solubility of the non-disordered analog, such a permutation glass1

offers opportunities to explore the relationship between equilibria and disorder in simple

exactly soluble physical systems.

In Sec. 3.2 of this paper, we discuss the original permutation model, provide schematic

depictions of the systems to which it applies, and derive equations defining the thermal

equilibrium of the permutation glass. In Sec. 3.3 we consider the permutation glass for

various distributions of energy costs and derive transition temperatures for each case not-

ing their overall consistency with the general result that kBTc ≤ λ/ ln N, where λ is the

mean of the energy-cost distribution and N is the number of components in the system.

That is, the transition temperature of a permutation glass is always less than the transi-

tion temperature of the non-disordered system with energy cost given by λ. In Sec. 3.4

we compare the computed transition temperatures and a general expression for the order

parameter of the permutation glass to results from simulations. In Sec. 3.5 we derive a

distribution-independent result requiring that the “completely correct" state can only be a

thermodynamic equilibrium of the system if Pλ<0 < 1/N where Pλ<0 is the probability that

1The phrase “permutation glass” seems to have first been used in (Collins, 2014) in a context different from
that in this chapter. In that first use, the phrase referred to systems with a single ground state and with N!
degenerate low-energy microstates.
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FIGURE 3.1: The permutation graph depiction of four microstates in a permutation system
with N = 15. In each graph, j is equivalent to the number of diagonal lines in the permuta-
tion graph. The number of “correct" connections are shown as vertical lines. If we associate
a Boltzmann factor e−βλk with each bottom slot k which is not connected to its corresponding
top slot, multiply all Boltzmann factors for a graph, and then sum over all possible permu-

tation graphs weighted by their net Boltzmann factor, we obtain Eq.(3.3).

an incorrectly-ordered component is energetically favored. In Sec. 3.6 we use our derived

results to define a glassy regime which cannot be found in the non-disordered system. In

Sec. 3.7 we conclude by discussing ways to extend this simple model of a permutation

glass to more complicated models that could exhibit replica symmetry breaking, and we

present an analogy between this system and a system of fermions.

3.2 Equilibrium of Permutation Glass

In the statistical physics of permutations presented in (Williams, 2017), we considered a

state space defined by a list of N unique components (ω1, ω2, . . . , ωN). Taking the states of

the system to be the various N! orderings of the components, and defining the zero-energy

state as the state where the components are in the order (ω1, ω2, . . . , ωN), we can postulate

a simple Hamiltonian in which there is an energy cost λk for each state where ωk is not in

the position given by its zero-energy ordering:

HN({θi}) =
N

∑
i=1

λi Iθi 6=ωi , (3.1)

where IA = 1 if A is true and IA = 0 otherwise, and (θ1, θ2, . . . , θN) ∈ perm(ω1, ω2, . . . , ωN).

We term the state~θ = ~ω the “completely correct state," and we say component k of~θ is “in-

correctly ordered" if it is not equal to ωk. The order parameter of our system is ∑N
i=1〈Iθi 6=ωi〉,
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FIGURE 3.2: “Matching problem" depiction of a j = 10 microstate for a 2N = 30 permutation
system. The spatial location of each pair is not important in determining the energy of the
state. For this state, the matching pairs are 3, 6, 11, 14, and 15. If we associate a Boltzmann
factor e−βλk with each shaded circle k which is not paired with the corresponding unshaded
circle k, multiply all Boltzmann factors for all pairings within a state, and sum over all possi-
ble pairings weighted by the net Boltzmann factor for each collection of pairings, we obtain

Eq.(3.3).

the average number of incorrectly ordered components of~θ. We denote this average more

succinctly as 〈j〉.

We can depict the various microstates of this system as a permutation graph, shown in

Fig. 3.1 for the case N = 15. In each graph, whenever there is not a line connecting a lattice

site k to its vertical complement, the system gains a Boltzmann factor e−βλk . The parameter

j is defined as the number of diagonal lines, and when j = 0 we say the system is in the

completely correct state.

Beyond a straightforward permutation interpretation of this model, there is an alterna-

tive (but formally equivalent) system which is defined by the Hamiltonian Eq.(3.1). Con-

sider a collection of 2N subunits which only exist in N labeled pairs where each pair con-

sists of a black subunit and a white subunit, e.g., (B1, W1), (B2, W2), . . . (B2N , W2N). The

various microstates of the system (an example of which is shown in Fig. 3.2) are defined

as the various ways the pairings could be arranged while ensuring that each pair has one

black and one white subunit. If we associate an energy cost λk with any pairing where

Bk is not paired with its associated Wk, then the statistical physics of the system would

be identical to the statistical physics of the permutation model governed by Eq.(3.1). This

amounts to the statistical physics of the “matching hat" problem (Blitzstein and Hwang,

2014).

In (Williams, 2017), we found that the statistical physics of such simple systems was
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quite interesting because even though their properties were governed by the Hamilto-

nian Eq.(3.1) in which distinct lattice sites did not interact, we could still have qualitative

thermodynamically-driven changes in the properties of our system due to the nature of

the state space. More quantitatively, for the system defined by the non-interacting Hamil-

tonian Eq.(3.1) with the global energy cost λi = λ0 for all i, we can show (Appendix B.1)

that the correlation between the incorrectness of two sites i and k (with i 6= k) is

σ2
ik '

1
N − 1

(
eβλ0

N

)2

, (3.2)

for βλ0 < ln N. Thus, as the temperature of our system decreases, the likelihood that com-

ponent i is incorrectly ordered given that k is incorrectly ordered increases. Therefore, the

sites are correlated in spite of the non-interacting Hamiltonian. For systems with corre-

lated degrees of freedom, introducing disorder results in qualitative changes in the sys-

tem’s thermal properties. So we can naturally wonder how disorder would affect a model

in which the correlation arises at the level of the state space rather than the Hamiltonian.

We explore these ideas in a simple model of a permutation glass. We define a permu-

tation glass as a statistical physics system with a state space consisting of various permu-

tations of a list and with a Hamiltonian defined by a quenched distribution of parameter

values. In a previous model, we set λi = λ0 for analytic simplicity, but now we will main-

tain our distribution of λi values. By (Williams, 2017), the partition function for the system

with Hamiltonian Eq.(3.1) is

ZN({βλi}) =
∫ ∞

0
ds e−s

N

∏
`=1

[
1 + (s− 1)e−βλ`

]
. (3.3)

Applying Laplace’s method to Eq.(3.3), we can define the approximate free energy F (s0)

(modulo a thermodynamically irrelevant factor) according to

ZN({βλi}) ' exp [−βF (s0)] (3.4)
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where

βF (s0) = s0 −
N

∑
`=1

ln
(

1 + (s0 − 1)e−βλ`

)
, (3.5)

and where s0 = s0(βλ1, · · · , βλN) is defined by the critical point condition

N

∑
`=1

1
eβλ` + s0 − 1

= 1. (3.6)

We note that the second derivative of the argument of Eq.(3.5) yields

βF ′′(s0) =
N

∑
`=1

e−2βλ`

(1 + (s0 − 1)e−βλ`)2 , (3.7)

which is always greater than zero. Thus any critical point solution of Eq.(3.6) is also a

stable thermal equilibrium.

Also, although Eq.(3.5) is in fact an approximation of the true free energy βF = − ln ZN({βλi}),

henceforth, we will work within our approximation and take Eq.(3.5) to be the free energy

from which all thermodynamic quantities are computed. The validity of this approxima-

tion is coarsely constrained by parameter regimes over which s0 yields a stable equilibrium

for F , and, by Eq.(3.7), this stability is itself only constrained by the physical relevance of

the solutions to Eq.(3.6).

We can write Eq.(3.6) in a more physically transparent form. Noting that the average

number of incorrect components 〈j〉 is the sum of 〈Iθi 6=ωi〉 over all components, we have

〈j〉 =
N

∑
k=1

〈
∂(βF )
∂(βλk)

〉
=

N

∑
k=1

(s0 − 1)e−βλk

1 + (s0 − 1)e−βλk
. (3.8)

Thus, we find

〈j〉 = s0 − 1, and so Eq.(3.6) becomes

N

∑
`=1

1
eβλ` + 〈j〉

= 1, (3.9)

where 〈j〉 is the order parameter of our permutation system. Therefore, Eq.(3.9) defines

the equilibrium of our system given the set of energy costs {λk}.
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3.3 Transition to the Correct Microstate

In order to find the equilibrium behavior governed by Eq.(3.9), it is useful to introduce a

specific distribution of λ` values and convert Eq.(3.9) into an integral. For a sum over a

general function f (λ`), where the λ` are drawn from a normalized distribution ρ0(λ), we

can write

1
N

N

∑
`=1

f (λ`) =
∫ ∞

−∞
dλ f (λ)

[
1
N

N

∑
`=1

δ(λ− λ`)

]
≡
∫ ∞

−∞
dλ f (λ)ρ0(λ). (3.10)

Thus, with each λj having the distribution ρ0(λ), Eq.(3.9) can be written as

∫ ∞

−∞
dλ

ρ0(λ)

eβλ + 〈j〉
=

1
N

. (3.11)

This is not the typical way we start an analysis of glassy systems. Motivated by (Sher-

rington and Kirkpatrick, 1975), the typical approach is to use the replica formalism to sim-

plify the partition function and then use a stability analysis to check the validity of the

simplification. Fortunately, as shown in Appendix B.2, the result Eq.(3.11) is consistent

with the condition for the existence of the replica symmetric ansatz of the quenched free

energy. More encouragingly, as our distribution ρ0(λ) becomes more centered around a

single value λ = λ1, we have ρ0(λ)→ δ(λ− λ1), which leads to Eq.(3.11) reproducing the

non-disordered behavior 〈j〉 ' N − eβλ1 found in (Williams, 2017).

Eq.(3.11) does not appear any more soluble than Eq.(3.9), but we can use it to derive a

general result characterizing one type of temperature-dependent behavior in this system:

the thermal transition from 〈j〉 6= 0 to 〈j〉 = 0. Setting 〈j〉 = 0 in Eq.(3.11) for some βc, we

have ∫ ∞

−∞
dλ ρ0(λ)e−βcλ =

1
N

. (3.12)

For a given distribution ρ0(λ), Eq.(3.12) can be computed and then inverted to find the

temperature kBTc = 1/βc at which the permutation glass achieves the 〈j〉 = 0 state.

But even without detailed knowledge of the distribution, we can use Jensen’s inequal-

ity (Chandler, 1987) to find an upper limit on this temperature. Given that ex is convex,
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and defining f (λ) ≡
∫

dλρ0(λ) f (λ) we have e−βcλ ≥ e−βcλ, and thus by Eq.(3.12) we find

kBTc ≤
λ

ln N
. (3.13)

Eq.(3.13) states that the temperature at which the permutation glass achieves the com-

pletely correct 〈j〉 = 0 state is always less than the corresponding temperature predicted

from the permutation system in which all interaction terms have the value λi = λ. In

essence, incorporating disorder into the interaction terms leads to a reduced tolerance for

thermal disorder in achieving the 〈j〉 = 0 state. Moreover, Eq.(3.13) indicates that the

〈j〉 = 0 state is achievable only if the mean of the λ distribution is positive.

We can derive an approximate expression for this transition temperature in the limit

of small disorder. By the fact that the Fourier transform of ρ0(λ) is the exponential of the

cumulant generating function (Kardar, 2007b), we find that Eq.(3.12) implies

∞

∑
n=1

(−βc)n

n!
λnc + ln N = 0 (3.14)

where λnc is the nth cumulant of the distribution ρ0(λ). Eq.(3.14) does not allow us to

exactly solve for βc in terms of the cumulants, but it does allow us to solve for βc per-

turbatively assuming the series is dominated by the first and second cumulant. Noting

the first cumulant is the mean λ, the second cumulant is the variance σ2
λ, and assuming

(βcσλ)
2 � βk

c〈λk〉c for k > 2, we can approximately solve Eq.(3.14) to obtain

βc =
λ

σ2
λ

(
1−

√
1−

2σ2
λ

λ
2 ln N

)
+ · · · , (3.15)

where we dropped the extraneous solution which yields βc → ∞ as σλ → 0. Eq.(3.15)

is a general result giving the temperature at which 〈j〉 = 0 transitions to 〈j〉 6= 0 (or vice-

versa) for any distribution ρ0(λ), contingent on the assumption that the cumulants of order

higher order than 2 are subdominant. In spite of its limited validity, this result affords us

some intuition into how small amounts of disorder affect the transition temperature of our

system. If we take our distribution of energy costs to be highly peaked at λ with a small
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width σλ

√
2 ln N � λ, we can expand Eq.(3.15) to find

Tc(σλ)

Tc(0)
= 1−

σ2
λ

2λ
2 ln N +O

(
σ4

λ/λ
4
)

, (3.16)

where Tc(0) ≡ Tc(σλ = 0) = λ/ ln N is the transition temperature for the non-disordered

system. Consistent with Eq.(3.13), Eq.(3.16) shows that the effect of making our permuta-

tion system slightly glassy (i.e., imbuing it with nonzero σλ) is to lower the temperature at

which the system transitions from 〈j〉 6= 0 to 〈j〉 = 0.

The qualitative explanation for this result is straightforward. Introducing disorder at

the level of interactions effectively increases the entropy of our system, and the system

then compensates for this additional entropy by making the thermal disorder limit for

achieving the 〈j〉 = 0 state more stringent. In a sense, because of the interaction disorder,

the free energy equilibrium of the system becomes less tolerant of thermal disorder. Thus,

the transition temperature, a proxy for limiting thermal disorder, is reduced. A heuristic

derivation employing this intuition and reproducing an order of magnitude estimate of

Eq.(3.16) is provided in Appendix B.3.

To generalize this result, we cannot make direct use of the expansion Eq.(3.14): Since

Eq.(3.15) and Eq.(3.16) do not apply when higher-order cumulants cannot be neglected,

a perturbative analysis is not generally useful. Therefore when higher order cumulants

are relevant, we have to calculate Eq.(3.11) analytically or numerically and then determine

how the value and existence of βc depend on the properties of the chosen ρ0(λ). In the next

section, we discuss how such properties affect βc by calculating the transition temperature

for different energy-cost distributions.

3.3.1 Example distributions

The result Eq.(3.16) predicts the value of the transition temperature presuming the width

of the energy-cost distribution is small. More generally, to find the transition temperature

we would need to evaluate Eq.(3.12) exactly. We will perform this calculation by consider-

ing example distributions of ρ0(λ): a Gaussian distribution, a uniform distribution, and a

symmetric Bernoulli distribution.
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In analogy to Eq.(3.15), we will compute the transition temperature, and, additionally,

the conditions for the existence of the transition temperature for each of these distributions.

In a later section, we will show that in spite of the diversity of these conditions, they can all

be subsumed into a single inequality which places an upper limit on the probability that

our energy cost for an incorrect component is less than zero (i.e., the probability that the

energy cost is actually an energy benefit).

Gaussian distribution

We consider a Gaussian distribution. Given mean λ0 and variance σ2
0 , we have the energy-

costs density

ρ0(λ) =
1√

2πσ2
0

e−(λ−λ0)
2/2σ2

0 . (3.17)

With this distribution, we would like to use Eq.(3.11) to find a closed-form analytic ex-

pression for 〈j〉, but, due to the insolubility of the resulting integral, we will instead use

Eq.(3.14) to find a value for βc. Because Eq.(3.17) is Gaussian, the cumulants of order higher

than 2 are zero, and Eq.(3.14) reduces to

− βcλ0 +
1
2

β2
cσ2

λ + ln N = 0. (3.18)

Therefore we find our βc is exactly identical to Eq.(3.15) without the additional higher

order terms:

βc =
λ0

σ2
0

(
1−

√
1−

2σ2
0

λ2
0

ln N

)
. (3.19)

A corollary of Eq.(3.19) is that βc exists and the system is able to achieve the 〈j〉 = 0 state

only if the mean and variance of the Gaussian satisfy

λ0

σ0
≥
√

2 ln N. (3.20)

Eq.(3.20) indicates that as N → ∞ and the number of incorrect microstates in the system

increases, the mean of the Gaussian distribution of energy costs must increase with N,

although sub-logarithmically so, in order for the 〈j〉 = 0 state to be achievable.
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Uniform distribution

We consider a uniform distribution with a finite domain. The distribution of λ values is

defined as

ρ0(λ) =


1

2
√

3σ0
for λ0 − σ0

√
3 ≤ λ ≤ λ0 + σ0

√
3

0 otherwise.
(3.21)

Eq.(3.21) defines a system in which each λk in Eq.(3.1) has a constant probability ∆λ/2
√

3σ0

to be found within an energy width ∆λ as long as this width is within the domain [λ0 −

σ0
√

3, λ0 + σ0
√

3]. The form of Eq.(3.21) was chosen so that the mean is λ0 and the variance

is σ2
0 . For this distribution, we cannot compute 〈j〉 exactly given Eq.(3.11), but we can

establish an implicit condition on the existence of 〈j〉 = 0. Computing Eq.(3.12) given

Eq.(3.21), and, taking the logarithm of the result, we find the condition

− βcλ0 + ln

[
sinh(βcσ0

√
3)

βcσ0
√

3

]
+ ln N = 0. (3.22)

We note that as σ0 → 0 in Eq.(3.22), βc → ln N/λ0, and thus this result is consistent with

the zero-disorder limit. Moreover, if we were to expand Eq.(3.22) in the limit βcσ0 � 1, we

would obtain a quadratic equation the solution of which matches Eq.(3.15). Considering

the large-disorder limit βcσ0 � 1, we find that Eq.(3.22) has the solution

βc '
1

λ0 − σ0
√

3
W0

(
N

2σ0
√

3
(λ0 − σ0

√
3)
)

, (3.23)

where W0(x) is the principal branch of the Lambert-W function (Weisstein, 2002d). Since

the sign of W0 matches the sign of its argument, Eq.(3.23) is always positive for valid ranges

of the distribution parameters. Thus the parameters are only constrained by the existence

of a real W0, which is in turn constrained by the condition that its argument is greater than

or equal to −e−1. We therefore find that for Eq.(3.23) to exist (and hence for the system to

be able to achieve the 〈j〉 = 0 state), the mean and variance must satisfy

λ0

σ0
≥
√

3
(

1− 2
Ne

)
. (3.24)
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We note that Eq.(3.24), in contrast to Eq.(3.20), becomes independent of N in the N � 1

limit. Namely, as N → ∞, the mean of the uniform distribution just needs to exceed a fixed

multiple of the variance in order for the 〈j〉 = 0 state to be achievable.

Symmetric Bernoulli distribution

We consider a symmetric Bernoulli distribution. The energy costs are distributed according

to

ρ0(λ) = qδ(λ− λ+) + (1− q)δ(λ + λ+), (3.25)

where q is a dimensionless number satisfying 0 ≤ q ≤ 1, and we take λ+ > 0. Concep-

tually, Eq.(3.25) defines a system in which each λk in Eq.(3.1) has a probability q of being

λ+ and a probability 1− q of being −λ+. It is possible to solve Eq.(3.11) for 〈j〉 given the

distribution Eq.(3.25) (Appendix B.4), but here we are more concerned with the conditions

which allow for the existence of 〈j〉 = 0.

For Eq.(3.25), the conditions for the existence of a βc satisfying Eq.(3.15) are

qe−βcλ+ + (1− q)eβcλ+ =
1
N

. (3.26)

As a check, we note that taking q → 1 in Eq.(3.26) yields the solution βc = ln N/λ+ as

expected. Also, taking the logarithm of both sides of Eq.(3.26) and expanding the right

hand side to second order in βc yields a quadratic equation which reproduces Eq.(3.15)

upon solution.

Eq.(3.26) can be solved exactly for βc. Doing so (and dropping the solution which does

not yield a finite βc in the q→ 1 limit) yields

βcλ+ = ln
[

1
2N(1− q)

(
1−

√
1− 4N2q(1− q)

)]
. (3.27)

It is possible to show that the argument of the logarithm in Eq.(3.27) is always greater than

1 provided N > 1. Thus, the only constraint on the existence of a real and positive βc is

the sign of the argument in the square root. Mandating the argument of the square root is
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positive semidefinite, we find the condition

q ≥ 1
2

(
1 +

√
1− 1

N2

)
, (3.28)

where we dropped the inequality which allowed for an extraneous q = 0 solution. In the

limit N � 1, Eq.(3.28) tells us that the distribution Eq.(3.25) only yields the completely

correct 〈j〉 = 0 equilibrium if the probability of getting λ = λ+ is very close to 1.

The minimal q predicted by Eq.(3.28) can be understood from the form of Eq.(3.25). The

two λ values permitted by Eq.(3.25) are symmetric about λ = 0, but because the existence

of the equilibrium 〈j〉 = 0 depends only on the existence of an energy cost (rather than

an energy benefit) of deviating from the correctly ordered microstate, only the positive

λ value ensures the possibility of the 〈j〉 = 0 equilibrium. As N increases, the possible

number of incorrectly-ordered states in the system increases, and thus to ensure that all

components are on average correctly ordered (i.e., that 〈j〉 = 0 is satisfied), there needs to

be a greater probability of having an energy cost and a corresponding lower probability of

having an energy benefit. Thus we find q must approach 1 as N → ∞.

To compare Eq.(3.28) with the results for our other distributions, we rewrite it in terms

of the mean λ0 and variance σ2
0 . From Eq.(3.25), we find

λ0 = λ+(2q− 1), σ2
0 = λ2

+4q(1− q). (3.29)

Using Eq.(3.29) to translate the inequality Eq.(3.28) into a constraint on λ0 and σ0, we find

that βc in Eq.(3.27) only exists if
λ0

σ0
≥
√

N2 − 1. (3.30)

In other words, Eq.(3.30) establishes the condition the distribution Eq.(3.25) must satisfy in

order for the system to admit a 〈j〉 = 0 equilibrium. Comparing Eq.(3.30), Eq.(3.20), and

Eq.(3.24) we note that Eq.(3.30) establishes the most stringent constraint for the existence

of this equilibrium: As N → ∞, the mean energy costs must increase linearly with N in

order for the 〈j〉 = 0 state to be achievable.
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FIGURE 3.3: Plots of transition temperature vs mean-normalized standard deviation for
N = 50. The horizontal axis is a proxy for disorder in the energy-cost distribution, and
the vertical axis gives the corresponding thermal disorder the system can tolerate while still
allowing 〈j〉 = 0 to be accessible. The kBTc curves for the Gaussian, uniform, and symmetric
Bernoulli distribution are found from Eq.(3.19), Eq.(3.22), and Eq.(3.27), respectively. Each
curve is only plotted for the domain of σ0/λ0 which yields real values for kBTc, and thus the
relative end points of the curves allow us to compare which distributions are most tolerant

of disorder in the energy-cost distribution.

3.3.2 Comparison of transition temperatures

In Fig. 3.3 we plot the derived transition temperatures Eq.(3.19), Eq.(3.22), and Eq.(3.27)

(with λ+ and q computed from Eq.(3.29)) as functions of σ0/λ0. We see that the symmetric

Bernoulli distribution curve ends at σ0/λ0 ≈ 0.02 and thus admits the smallest amount of

energy-cost disorder before the 〈j〉 = 0 state is unachievable. Conversely, the uniform dis-

tribution ends at σ0/λ0 ≈ 0.56 and thus admits the largest amount of energy-cost disorder.

Consistent with Eq.(3.13) and the intuition underlying Eq.(3.16), we find that each dis-

tribution predicts a transition temperature satisfying

kBTc ≤
λ0

ln N
(3.31)

and thus predicts a lower transition temperature than the corresponding non-disordered

prediction. In the same way that the transition temperature results Eq.(3.19), Eq.(3.27), and

Eq.(3.22) must be consistent with Eq.(3.31), in a future section, we will show how each of
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(A) (B) (C)

FIGURE 3.4: Theory and simulation comparison for N = 50. (a) Gaussian distribution. (b)
Uniform distribution. (c) Symmetric Bernoulli distribution. All distributions were defined
with λ0 = 1.0. As the theoretical (i.e., non-simulated) results, in each figure, we have dashed,
dotted, and solid line curves which were all computed from Eq.(3.34). The dashed curve cor-
responds to the zero-disorder (σ0 = 0.0) solution Eq.(3.32). The dotted curve corresponds to
the high-disorder (σ0/λ0 = 1.5) solution. The solid curve defines our intermediate-disorder
(σ0 = 0.35) solution. The vertical dashed lines in (a) and (b) are the transition tempera-
tures computed from Eq.(3.19) and Eq.(3.23), respectively, at (λ0, σ0) = (1.0, 0.35); there is
no transition temperature for Fig. 3.4c because σ0/λ0 = 0.35 violates Eq.(3.30). The points
in each plot are the simulated results for the σ0 = 0.35 solution. We note that for (a), (b), and
(c), Eq.(3.34) matches the simulated results, and for (a) and (b), the temperatures computed
from Eq.(3.19) and Eq.(3.23) correctly match the temperature value at which the simulation

transitions from 〈j〉 = 0 to 〈j〉 > 0.

the previous distribution-specific constraints on λ0/σ0 can be unified into a distribution-

independent result expressed in terms of Pλ<0, the probability that an incorrectly-ordered

component is energetically favored. But first, in the next section, we compare these analytic

results to results from simulations.

3.4 Simulation Comparison

We seek to affirm the theoretical transition temperatures of the previous section by com-

paring them to simulation results. Doing so requires us to simulate how 〈j〉 varies as a

function of temperature when the {λi} are drawn from the Gaussian, uniform, and sym-

metric Bernoulli distributions.

First, we derive a more general theoretical prediction to which we will compare the

simulations. For the statistical physics of the non-disordered model where the Hamilto-

nian isH = λ0 ∑i Iθi 6=ωi , we know the order parameter has the simple form

〈j〉 ' N − eβλ0 (non-disordered result). (3.32)
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We would like to find analogous results for our permutation glasses defined by various

distributions of energy costs. This would amount to computing Eq.(3.12) for a given dis-

tribution and inverting it to find 〈j〉 as a function of temperature and the parameters of

the distribution. This procedure can be implemented exactly for the symmetric Bernoulli

distribution, but there seems to be no analytic solution for the Gaussian or the uniform

distribution. So, we will instead use a more general expression for 〈j〉 which allows us to

reduce all the distribution-dependent order parameters to a common form.

Given the Hamiltonian Eq.(3.1) and that 〈j〉 is the sum of 〈Iθi 6=ωi〉 across all components,

we have

〈j〉 = −
N

∑
i=1

∂

∂(βλi)
ln ZN({βλi}). (3.33)

Then, using Eq.(3.3), yields the general result

〈j〉 = N − 1
ZN({βλi})

N

∑
k=1

ZN−1({βλi}i 6=k), (3.34)

where ZN−1({βλi}i 6=k) is defined by Eq.(3.3) with the product taken over the N − 1 ele-

ments of {λi} not including λk. The utility of Eq.(3.34) is that it gives us the exact temper-

ature dependence of the order parameter contingent on a particular distribution of energy

costs. The caveat is that, rather than being a function of distribution parameters like means

and variances, Eq.(3.34) requires us to draw the explicit set of {λi} from the given distri-

bution.

With Eq.(3.34), we have our theoretical prediction and can now discuss the simulation.

The simulation was set up as follows: First, the vector ~ω = (1, 2, . . . , N) was defined to

be the completely correct permutation. This was the initial state in the simulation. Single-

step state transitions were enacted by exchanging two randomly chosen elements of the

current vector contingent on the Metropolis acceptance criterion, i.e., that e−(E f−Ei)/T < u

where E f and Ei were the final and initial state energies, respectively, T was the tempera-

ture, and u was a number drawn uniformly from [0, 1). The initial and final state energies

were computed from Eq.(3.1) where the {λi} were drawn from the given distribution de-

fined by a mean λ0 and variance σ2
0 . The simulation was run for 5× 104 steps of which
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the last 103 steps were used to define the ensemble of states. From this ensemble of states,

we computed j (the number of elements in the state which did not match the correspond-

ing element in ~ω) for each state and then averaged this value of j across all states in the

ensemble to find the simulation prediction of 〈j〉 at a specific temperature. We chose 30

temperature values between 0.1 and 1.3. Finally, for a given distribution, the drawn set of

{λi} was used in Eq.(3.34) to obtain the corresponding theoretical prediction.

In Figures 4a, 4b, and 4c, we show simulation results for the parameter values (N, λ0, σ0) =

(50, 1.0, 0.35); respectively, these figures correspond to the Gaussian, uniform, and sym-

metric Bernoulli distribution of energy costs. As theory comparisons, for each distribution,

we also plotted Eq.(3.34) for the same parameter values as in the simulation. We note that

in all three cases, the theory curves well match the simulated results. As zero-disorder

and high-disorder comparisons, we included theory curves of the order parameter for the

standard deviation values σ0 = 0.0 and 1.5 with N and λ0 the same in all cases. From

the differences in the curves among the plots, we see that at high disorder, the tempera-

ture behavior of Eq.(3.34) is greatly dependent on the distribution from which the {λi} are

drawn.

Finally, for Fig. 3.4a and Fig. 3.4b, we computed the transition temperatures obtained

from Eq.(3.19) and Eq.(3.23), respectively, and displayed the predictions as vertical dashed

lines. Consistent with the simulation results, these lines correspond to the temperature val-

ues at which 〈j〉 transitions from zero to non-zero values or vice versa. Moreover, we note

that, consistent with Fig. 3.3, a disorder of σ0/λ0 = 0.35 allows the order parameter for

the Gaussian and uniform distributions to reach 〈j〉 = 0 at sufficiently low temperatures,

but, at this level of disorder, the order parameter for the symmetric Bernoulli distribution

remains non-zero over its entire temperature range because its kBTc does not exist.

The similarity between the theoretical and the simulation results is reassuring, but what

still remains is the task of finding a unified interpretation for the constraints Eq.(3.20),

Eq.(3.24), and Eq.(3.30). We turn to developing such an interpretation in the following

section.
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3.5 Understanding Parameter Constraints

What is strange about the parameter conditions given by Eq.(3.20), Eq.(3.24), and Eq.(3.30)

is their variety. Although each represents the conditions the mean and variance of the

respective distribution must satisfy in order for the 〈j〉 = 0 state to be an equilibrium, they

all have quite different scaling behaviors as functions of N. Perhaps most interestingly, the

condition Eq.(3.24) becomes independent of N in the N � 1 limit, thus suggesting that at

large N the amount of interaction disorder a system with a uniform distribution of energy

costs can tolerate is independent of the number of microstates available to it.

However, underlying this variety in parameter conditions is a unity of the situations

giving rise to them. Specifically, the conditions Eq.(3.20), Eq.(3.24), and Eq.(3.30) are the

translations into distribution-parameter language of something which bears a common

form when written as a probability. We can understand this by determining how the de-

rived conditions place upper limits on the probability of obtaining an energy benefit, i.e.,

of drawing λ < 0 from the distribution.

We begin with our previous constraint which must be satisfied in order for βc to exist:

∫ ∞

−∞
dλ ρ0(λ)e−βcλ =

1
N

. (3.35)

Next, we define

Pλ<0 ≡
∫ 0

−∞
dλ ρ0(λ), (3.36)

which represents the probability that a λk in Eq.(3.1) is less than zero (i.e., yields an energy

benefit for an incorrectly ordered component rather than an energy cost). With the fact that

f (x) < ex f (x) for x > 0 and from Eq.(3.35), we can infer that in order for βc to exist (and,

in turn, for the completely correct equilibrium 〈j〉 = 0 to be a physical state) we must have

Pλ<0 <
1
N

. (3.37)

Thus as N → ∞, the probability of each lattice site having λ < 0 must go to zero. Phys-

ically, we can interpret this result with the same intuition used to interpret Eq.(3.28). As
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the number of sites N in our system increases, the number of potential incorrectly ordered

microstates also increases, and thus to combat the entropic disorder from these microstates

and to ensure the existence of the 〈j〉 = 0 equilibrium, the system must be ever more likely

to have an energy cost (rather than an energy benefit) for incorrectly occupying a single

site. Thus as N increases, the system must become less tolerant of λ < 0 values, and Pλ<0

goes to zero. Finally, the probability limit Eq.(3.37) is consistent with temperature limit

Eq.(3.13) since both inequalities are derived from the same equilibrium condition.

Eq.(3.37) is a general result which must be true regardless of the distribution we choose,

but what we find is that our previously derived mean-variance conditions are simply rep-

resentations of Eq.(3.37) in the language of the parameters which define each specific dis-

tribution. To better understand how our mean-variance conditions Eq.(3.20), Eq.(3.24), and

Eq.(3.30) are related to Eq.(3.37), we interpret them as placing upper limits on how much

variance σ2
0 the system can tolerate before the 〈j〉 = 0 state is no longer an equilibrium.

Given that the 〈j〉 = 0 state is only achieved through the positive λ domain of the distri-

bution ρ0(λ), the upper limit on σ0 must be tantamount to a lower limit on
∫ ∞

0 dλ ρ0(λ),

or, equivalently an upper limit on
∫ 0
−∞ dλ ρ0(λ). Such an upper limit implies that if too

much of the distribution is contained within the negative λ domain, then the 〈j〉 = 0 state

is not possible. Thus interpreting Eq.(3.20), Eq.(3.24), and Eq.(3.30) as upper limits on the

variances of their respective distributions, we can compute corresponding upper limits on

the probability of obtaining a negative value of λ. For the relevant distributions we find

(Appendix B.5)

Puniform
λ<0 ≤ 1

Ne
(3.38)

Pgauss
λ<0 .

1

2N
√

π ln N
(3.39)

Pbernoulli
λ<0 .

1
4N2 (3.40)

The above expressions represent the maximum probability of having an energy benefit in

the system and still being able to achieve the 〈j〉 = 0 state at a certain temperature. All

of these results are unified by their inverse scaling with N and, as shown in Fig. 3.5, their
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FIGURE 3.5: Log-log plot of the critical probabilities Eq.(3.37), Eq.(3.38), Eq.(3.39), and
Eq.(3.40) as functions of N. The curves give the critical probability above which the 〈j〉 = 0
equilibrium cannot be achieved for the given distribution. The solid curve represents the
upper limit on critical probabilities established by Eq.(3.37). The closer the probability curve
is to this upper limit, the more disorder it can admit before the 〈j〉 = 0 equilibrium is un-
achievable. Consistent with Eq.(3.37), each critical probability curve exists below this 1/N

limit.

consistency with the limit established by Eq.(3.37).

The results Eq.(3.38), Eq.(3.39), and Eq.(3.40) afford us a new interpretation of the re-

sults in Fig. 3.3. We previously noted that the uniform distribution admitted the most

amount of disorder before the 〈j〉 = 0 state was inaccessible and that the symmetric

Bernoulli distribution admitted the least amount of disorder. From Fig. 3.5 we see why:

The uniform distribution allows the most amount of disorder because it admits the largest

probability of energy benefits for incorrectly ordered components. By admitting a larger

probability of energetically beneficial incorrect components, the distribution need not be

tightly concentrated about the mean and can therefore have a higher standard deviation.

Conversely, the symmetric Bernoulli distribution allows the least amount of disorder be-

cause it admits the smallest probability of energy benefits for incorrectly ordered com-

ponents. The Gaussian distribution admits an intermediate value of disorder because its

limiting probability exists between the limiting probabilities of the two other distributions.

Arguably, this explanation simply translates the old question into a new one: Why,

conceptually, do the various distributions have the limiting probabilities shown in Fig.
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3.5? Their relative ordering could be understood by considering the λ < 0 tails of each

distribution. In order for the 〈j〉 = 0 state to be accessible, the distribution needs to be

dominated by positive values of λ. We can roughly understand this by noting that in the

non-disordered result Eq.(3.32), 〈j〉 = 0 is not accessible if λ0 < 0. For the uniform distri-

bution Eq.(3.21), it is possible to completely eliminate λ < 0 values by simply increasing

the ratio λ0/σ0 with σ0 finite; thus for the uniform distribution, σ0 can be finite and possi-

bly large while the 〈j〉 = 0 state is still accessible. However, the long tail of the Gaussian

Eq.(3.17) implies there will always be λ < 0 values for non-zero σ0. This is even more so

for the symmetric Bernoulli distribution Eq.(3.25) since its probability density is not de-

fined by an exponential fall off. Thus, in order to limit the λ < 0 values, the Gaussian

distribution needs to be less tolerant of large spreads than the uniform distribution, and

the symmetric Bernoulli distribution must be even less tolerant than the Gaussian distri-

bution. This relative tolerance of disorder leads to the sequence shown in Fig. 3.5.

Lastly, noting that the results Eq.(3.38), Eq.(3.39), and Eq.(3.40) all scale at least as ∼

1/N with corrections to the power of N contingent on the distribution, we could guess

there exists a stronger limit than Eq.(3.37) which any distribution must satisfy in order for

βc to exist. Namely, in order for the 〈j〉 = 0 state to be achieved, we could conjecture that

the probability of obtaining an energy benefit must satisfy, in the N � 1 limit,

Pλ<0 .
1

N1+α(N)
, [Conjecture] (3.41)

where α(N) > 0 is dependent on the properties of the distribution. Thus the variety of

results in the conditions placing limits on the distribution parameters is somewhat mis-

leading because what is important is not the parameters themselves but the probabilities

(specifically the probability of an energy benefit) they are associated with.

3.6 Glassy Regime

In the previous sections, we considered the conditions defining a permutations glass which

allow for the existence of the 〈j〉 = 0 equilibrium. We pursued this analysis in analogy to
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(A) (B)

FIGURE 3.6: (a) Glassy and non-glassy regime for a quenched Gaussian distribution of en-
ergy costs. Although the order parameter in the non-glassy regime has behavior similar
to that in the non-disordered system, the order parameter in the glassy regime is always
non-zero and the corresponding system becomes frozen at zero-temperature and exhibits a
residual entropy. (b) Schematic of Landau free energy plots of Eq.(3.46). The free energy is
shifted so that βF (j = 0) = 0. Much like the possible free energies for the non-disordered
system where ρ(λ) = δ(λ − λ0), we find the disordered system defined by the Hamilto-
nian Eq.(3.1) has three possible free energy curves each defined by a single equilibrium 〈j〉
which falls within [0, N]. However, for a system in the glassy regime, the free energy with
a global minimum at 〈j〉 = 0 cannot be achieved at any temperature even if the average en-
ergy cost λ is positive. Thus the glassy regime is characterized by a non-zero entropy even

at zero-temperature.

the non-disordered system where the 〈j〉 = 0 state (found at temperatures below λ0/ ln N)

defined the only thermal transition in the system. From the discussion in Sec. 3.5, we see

that the permutation glass differs from the non-disordered system in that for the permu-

tation glass it is possible to have a positive mean energy cost λ with the system still not

transitioning to 〈j〉 = 0 at a physical temperature. The 〈j〉 = 0 macrostate is significant

because it is the only macrostate for which the system has a single microstate and hence

an entropy of zero. The number of microstates associated with a general j is given by

Williams, 2017

ΩN(j) =
(

N
j

)
dj, (3.42)

where dj is the number of derangements of a list with j elements. We only find ΩN = 1,

when j = 0 and thus if Eq.(3.35) cannot be satisfied at a physical temperature kBTc, the

system always has a non-zero entropy.
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Using Eq.(3.35), there are two results which are important in defining a glassy regime

for this system. First, we recall the derived inequality

kBTc ≤
λ

ln N
, (3.43)

Eq.(3.43) requires that any temperature at which 〈j〉 = 0 is achieved to fall below λ/ln N

and, importantly, a necessary condition for such a temperature to exist is for λ > 0. For

the case without quenched disorder (i.e., ρ0(λ) = δ(λ − λ)), the inequality in Eq.(3.43)

becomes an equality, and the system always assumes the 〈j〉 = 0 macrostate when kBT

falls below the stated value.

However, for quenched distributions an additional constraint must be satisfied. For

the Gaussian, symmetric Bernoulli, and uniform two-parameter distributions analyzed in

Sec 3.3.1, the critical temperature takes on the general schematic form of kBTc(λ0, σ0, N),

where λ0 and σ0 are the mean and standard deviation of the distributions. For all of these

analyzed distributions, we found that there was a minimum value of λ0/σ0 below which

kBTc(λ0, σ0, N) was no-longer physical. Namely, Eq.(3.35) only had a real solution for βc, if

λ0

σ0
≥ f (N), (3.44)

for some function f (N) that depends on the properties of the distribution. In other words,

even if λ > 0 and there are temperatures kBT that exist below λ/ ln N, none of these

temperatures would yield the 〈j〉 = 0 equilibrium unless Eq.(3.44) is satisfied as well.

If Eq.(3.44) is violated, then even at zero-temperature we would have 〈j〉 6= 0 and, by

Eq.(3.42), the entropy of the system would be non-zero. Therefore, when Eq.(3.44) is vi-

olated the system exhibits a zero-temperature residual entropy typical of glassy systems

(Nemilov, 2009) and we can take a violation of Eq.(3.44) together with a positive λ to be

definitive of the "glassy regime" of the system.
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These ideas become clearer with a concrete example and a figure. For a quenched dis-

tribution of energy-costs drawn from a Gaussian distribution, we found the critical tem-

perature.

kBTc

σ0
=

(
λ0

σ0
−

√
λ2

0

σ2
0
− 2 ln N

)−1

. (3.45)

The phase diagram associated with this result is shown in Fig. 3.6a. The figure depicts

the fact that, for λ0/σ0 <
√

2 ln N, Eq.(3.45) becomes imaginary and the system enters

the glassy regime and that although both the non-glassy and glassy regime have 〈j〉 6= 0

macrostates, unlike the non-glassy regime, the glassy regime never achieves 〈j〉 = 0 at a

physical temperature.

We have already derived a more general condition for establishing the existence of the

glassy regime. We can found that a necessary, but not sufficient, condition for the 〈j〉 = 0

macrostate to exist is that Pλ<0 < 1/N. Therefore, a sufficient, but not necessary, condition

for the system to exist in a glassy regime is for this inequality to be violated, namely for

Pλ<0 ≥ 1
N . Because Pλ<0 < 1/N is a weaker condition for the existence of the 〈j〉 = 0

state than the condition derived directly from an analysis of the critical temperature, the

condition Pλ<0 ≥ 1
N is stronger than necessary for establishing the existence of the glassy

regime.

Looking beyond this result, we might expect the introduction of disorder into our per-

mutation system to come with the multiple equilibria and ultrametricity of SK spin glasses.

However, for the class of permutation glasses considered here, this is not the case. We can

see this by computing the Landau free energy for this disordered system. By Eq.(3.5),

Eq.(3.10), and the substitution s− 1→ j, we find

βF (j) = 1 + j− N
∫ ∞

−∞
dλ ρ0(λ) ln

(
1 + je−βλ

)
, (3.46)

In Fig. 3.6b, we schematically plot this free energy, noting that it exhibits all of the func-

tional forms of the free energy for the non-disordered case ρ0(λ) = δ(λ− λ0). Mathemati-

cally, this arises due to its stability conditions: Because the free energy for the glassy system

is always convex, it can have at most one minimum and, by the constraints of this system,
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this minimum must occur somewhere in the range of 0 ≤ j ≤ N. However, not all forms

of this free energy are accessible for all parameter values in the system. In particular, for

the glassy regime in which Eq.(3.35) has no solution, the free-energy curve with a global

minimum at 〈j〉 = 0 cannot be achieved and the system has 〈j〉 6= 0 for all temperatures.

Thus, for the simple permutation glass considered in this paper, we say the system ex-

ists in the "glassy regime" if Eq.(3.35) does not admit a solution for βc even when the mean

energy costs λ is greater than zero. This simplest version of a permutation glass does not

exhibit the replica symmetry breaking and ultrametricity characteristic of SK glasses, but

we argue for the labeling of a particular regime as "glassy" due to its differing properties

from the non-glassy regime: In the non-glassy regime, the disorder is not large enough to

lead to phase behavior different from that for the non-disordered system. However, in the

glassy regime, the disorder is so large that even at zero-temperature the system can exist

in multiple microstates even if there is only a single free energy minima as a function of j.

Therefore, the simplest permutation glass does exhibit glassy behavior.

3.7 Discussion

Motivated by the importance of the orderings of amino acid sequences in the structure

and function of proteins, a model was previously proposed to study the equilibrium ther-

modynamics of a system where particular permutations of an ordered list defined various

energy states of the system. In that model, for simplicity and solubility, it was imposed that

all lattice sites had the same energy cost for an incorrectly ordered component. However,

more generally, it would have been useful to consider a system of permutations where the

energy cost for each lattice site was drawn from a quenched distribution of energy costs.

We considered such permutation glasses here. The replica symmetric ansatz of such

glasses yielded a result consistent with the thermodynamically stable state computed by

applying Laplace’s method to the partition function. We found that this simplest per-

mutation glass exhibits a glassy regime–characterized by 〈j〉 6= 0 for all temperatures–if

Eq.(3.35) cannot be satisfied even when λ > 0. In the non-glassy regime, the 〈j〉 = 0 state
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can be achieved but the transition temperature satisfies kBTc ≤ λ/ ln N, and thus the sys-

tem is less tolerant of thermal disorder than is the non-disordered system in moving to the

〈j〉 = 0 state.

From this analysis we found that we must have Pλ<0 < 1/N in order for 〈j〉 = 0

to be a possible macrostate, that is, in order for the completely correct ordering to be an

achievable thermal equilibrium and for the system to be in the non-glassy regime, the

probability of having an energy benefit for an incorrectly ordered component must be less

than the inverse of the number of components in the system.

But having considered the permutation glass defined by the “non-interacting" Hamil-

tonian Eq.(3.1), a natural extension would be to consider a permutation glass with the

typical spin glass-like Hamiltonian

H = ∑
i<j

µij Iθi 6=ωi Iθj 6=ωj , (3.47)

where µij is drawn from a distribution of interaction energies. Such a Hamiltonian asso-

ciates an energy cost µij with a permutation where both component i and component j

are in an incorrect position. When the global analog of Eq.(3.47) was studied in (Williams,

2017), we found very non-trivial regime behavior including multiple metastable states,

multiple transition temperatures, and quadruple and triple points. Thus, considering the

disordered behavior of a system with Hamiltonian Eq.(3.47), should yield some novel re-

sults (such as replica symmetry breaking) over the simpler phase behavior depicted in Fig.

3.6a.

Also, it is well known that spin glasses and other disordered systems often exhibit non-

exponential relaxation behavior and memory effects (Binder and Young, 1986), thus an in-

teresting question would be whether such properties exist in kinetic permutation glasses.

Answering such a question would likely require studying glasses defined by Eq.(3.47)

rather than Eq.(3.1). In spin glass models, the glass transition temperature is important

in defining the onset of such non-exponential relaxations. However, the analog of such

a temperature does not seem to exist in the model defined by Eq.(3.1). Thus, before a ki-

netic analysis of permutation glasses can yield additional insights into the non-equilibrium
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properties of disordered systems, it would likely prove necessary to consider more com-

plex glass models than the one considered in this paper.

Finally, we mention that our free energy Eq.(3.46) is reminiscent of a solution to a

canonical problem in statistical mechanics. If we have a fermion system with a count-

ably finite (but large) number of energy levels Nlvl where each level is labeled εk for some

integer k, the grand canonical potential of the system would be (Landau, Lifshitz, and

Pitaevskii, 1980)

βΩFermi = −∑
k

ln
(

1 + eβ(µ−εk)
)

= −Nlvl

∫ ∞

−∞
dε g(ε) ln

(
1 + eβ(µ−ε)

)
(3.48)

where µ is the chemical potential, g(ε) is an energy density, and we used the heuristic

Eq.(3.10) to replace the discrete sum with an integral. Comparing Eq.(3.46) and Eq.(3.48),

we can transform the former into the latter by making the substitutions βF(j)− 1− j →

βΩFermi, N → Nlvl., and j→ eβµ. Now, considering the constraint Eq.(3.11) for the thermal

equilibrium of the permutation glass, we find that the analogous constraint for the fermion

system is

〈nFermi〉 = eβµ (3.49)

where the average number of fermions is given by

〈nFermi〉 = Nlvl.

∫ ∞

−∞
dε

g(ε)
eβ(ε−µ) + 1

. (3.50)

Given the transformation j→ eβµ, we see that Eq.(3.49) implies that in translating the equi-

librium permutation glass results to a system of fermions, we should interpret the order

parameter 〈j〉 as the average number of fermions 〈nFermi〉. The fact that 0 ≤ 〈j〉/N ≤ 1

in the permutation glass, therefore correctly implies that 0 ≤ 〈nFermi〉/Nlvl. ≤ 1 in the

fermion system. Thus, the model considered in this paper (the canonical ensemble of a

simple permutation glass) seems to match the grand canonical ensemble of a fermion sys-

tem with a large number of energy levels and where the chemical potential is given by
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βµ = ln〈nFermi〉.

Perhaps such a correspondence is not so surprising since permutations are central to

the formalisms of both systems. Still, it is worth asking whether this relationship can allow

the understanding of one system to yield insights into the other.
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Self-Assembly of a Dimer System

“Faced with the same natural phenomena, my experience is that physicists and biologists

will ask different questions, but by the time we find answers, we ought to be able to con-

vince one another that we have accomplished something.”

– William Bialek, Biophysis: A Search for Principles

4.1 Introduction

Self-assembly occurs in many microbiological systems, driving the formation of bilayer

membranes, micelles, and virus capsids (Nelson, 2004). For a macromolecular system to

be able to undergo self-assembly, its components must be able to find one another within

their larger volume and also be able to distinguish correct from incorrect contacts. In self-

assembly, the number of possible incorrect contacts is always much greater than the num-

ber of correct contacts, a fact which makes the physical and mathematical problem of self-

assembly a combinatorial one.

As a brute force resolution to this combinatorial problem, researchers have often used

computational methods to study the specific properties of self-assembled systems (Wales,

2005; Nguyen, Reddy, and Brooks, 2007; Johnston, Louis, and Doye, 2010). Conversely,

analytical studies of self-assembly often avoid combinatorics all together and begin under
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the infinite volume-infinite particle number assumptions of the law of mass action (Is-

raelachvili, Mitchell, and Ninham, 1976; Marsh, 2012; Perlmutter and Hagan, 2015) or, in

order to avoid the complications associated with analyzing a specific system, have focused

on more phenomenological properties of self-assembly (Nguyen and Vaikuntanathan, 2016;

Norn and André, 2016).

However, it is possible to study self-assembly analytically and specifically in the con-

text of a model whose combinatorial properties are simple enough to admit an exact ex-

pression for the partition function. Although the typical examples of self-assembly in-

volve the creation of large macromolecular structures on time scales relevant for cellular

function, a simple kind of self-assembly is exemplified in the way single-stranded DNA

fragments attach to their complementary strands, transcription factors find their correct

DNA binding sites, and proteins seek their optimal binding partners (Fig. 4.1). In all of

these systems, as in all systems capable of self-assembly, monomers only assemble into a

functional set of interactions if the monomers can find one another and bind correctly.

We can capture the basic features of these systems with a simple model. Say we have

2N distinct monomers α1, α2, . . . , α2N which form correct or incorrect contacts with one

another according to the reaction equation

αi + αj −⇀↽− αiαj. (4.1)

With 2N monomers, there are N(2N − 1) possible (αk, α`) pairs, and we define N of

these pairs as correct contacts that have a lower binding energy than that of the remaining

2N(N− 1) incorrect contacts;−(E0 +∆) for correct contacts compared to−E0 for incorrect

ones, where E0, ∆ > 0. We say the system has undergone “fully-correct assembly" when

all monomers are bound to their correct partners.

In spite of the apparent simplicity of this model, the correct and incorrect interactions

are defined by non-trivial combinatorics which lead to a unique partition function and

interesting phase behavior of the self-assembled system. In particular, for a system of

monomers contained in a volume V and satisfying N � 1, we find that the two necessary

(but not sufficient) conditions the system must satisfy in order to be capable of fully-correct
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(A) ssDNA-ssDNA (B) TF-DNA (C) Protein-Protein

FIGURE 4.1: Example self-assembling biomolecular dimer systems. In (a), distinct single-
stranded DNA (ssDNA) strands exist in a system with their complementary strands and
with other double-stranded DNA (dsDNA). In (b), transcription factors (TFs) exist in a
system with their DNA binding partners and with already bound TF-DNA dimers. Since
the binding sites for the DNA are embedded in the much longer strand of an entire DNA
molecule, the effective DNA molecules to which the TFs bind are much less motile than
their TF partners. In (c), distinct protein monomers exist in a system with the heterodimers
formed from them. In all systems, we consider “fully-correct assembly" as the state where

all monomers are bound to their correct monomer or binding site.

assembly are

2N < eβ∆, NV <
√

2 λ3
0 eβ(E0+∆), (4.2)

where β = 1/kBT and λ0 is the de Broglie thermal wavelength of a monomer. The first

condition in Eq.(4.2) ensures that the energy advantage for correct contacts can overcome

their combinatorial disadvantage. The second condition ensures that the monomers are

able to find one another in their volume and bind together. What is interesting about these

dual conditions is that, although one might think that number density is a relevant quan-

tity in defining the possibility of self-assembly, the ratio of N and V does not appear, and

instead it is their product and N alone which are constrained. Moreover, both conditions

in Eq.(4.2) can only clearly be satisfied under finite number and finite volume assumptions

and thus a precise statistical physics formulation is required to obtain them.

This problem of building models of correct and incorrect dimers has a few antecedents

in the study of protein interactions. The authors of (Deeds et al., 2007) computationally

studied the diffusion of dimer-forming lattice proteins in a three-dimensional grid and in-

ferred that low-energy specific dimers dominate higher-energy non-specific dimers, only if

the system temperature is low enough that specific dimers are stable but high enough that

non-specific dimers are unstable. The authors of (Zhang, Maslov, and Shakhnovich, 2008)
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used the law of mass action (Sethna, 2006) to study specific and non-specific protein in-

teractions and establish approximate bounds on the minimum protein concentration and

maximum protein diversity a cell requires to be in a safe zone, i.e., a parameter regime

where non-functional interactions comprise fewer than 50% of the total interactions. In

(johnson2010nonspecific), the authors employed a computational evolutionary model of

protein interactions to show how selection pressure that seeks to minimize non-specific

interactions can determine the way the energy gap between specific and non-specific in-

teractions depends on the number of protein interfaces.

What distinguishes the current work from these previous approaches is that it begins

with simple assumptions concerning how correct and incorrect dimers can form from

monomers that are not necessarily proteins and embeds these assumptions in an analyti-

cal statistical mechanics framework. Using an analytical statistical mechanics framework,

rather than the law of mass action or a computational framework, allows us to both respect

the finite-number properties key to defining the combinatorics of the system and to derive

general equations governing dimer assembly rather than having to infer such equations

from computational trends.

The purpose of this work is to use statistical physics to better understand the proper-

ties of dimer self-assembly. In Sec. 4.2, we present the premises of our model, connect

these premises to a combinatorial problem we term the "Dance Hall Problem", and then

use the solution of this problem to compute the partition function of the system. In Sec.

4.3, we approximate the partition function through Laplace’s method and obtain the equi-

librium conditions relating the average number of correct dimers to the total number of

dimers in the system. In Sec. 4.4, we define the condition under which the dimer sys-

tem undergoes fully-correct assembly, and use this condition to categorize dimer systems

as one of two approximate types. In this section, we also numerically solve and plot the

equilibrium conditions, compare the results to simulations, and depict the dimer system

in parameter space. In Sec. 4.5, we derive the necessary conditions for the system to be

capable of fully-correct assembly, and interpret the two types as corresponding to "search"

or "combinatorics" limited on fully-correct assembly. In Sec. 4.6, we apply the derived
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results to biomolecular systems of ssDNA-ssDNA interactions, TF-DNA interactions, and

protein-protein interactions ultimately finding that all such systems appear to be of the

search-limited type. In the final sections, we outline the limitations of the model and con-

sider ways to extend it to better reflect the properties of real dimer systems.

4.2 Non-Gendered Partition Function

In this section, we build the partition function for a system of distinguishable monomers

that can form incorrect or correct dimers contingent on the dimer’s constituent monomers.

To match the physical conditions of self-assembly, we impose that the binding energy for

the correct dimer is lower than the binding energy of the incorrect dimer, and thus that

correct dimers are energetically preferred. However, the combinatorics of the dimer as-

sembly is such that there are many more incorrect dimer microstates than correct dimer

microstates, and so incorrect dimers are entropically preferred. We refer to this as the

“combinatorial disadvantage" of correct dimers.

We complete the calculation in steps: After outlining the particle and energy properties

of the model, we present the partition function, reframe its computation in terms of a

combinatorial sub-problem, and finally use the solution to this sub-problem to obtain an

exact integral expression for the partition function.

The system studied in this section (and presented throughout the main body of the

paper) is termed “non-gendered" to emphasize the fact that there is only one type of

monomer and each monomer can bind to any other monomer. Such systems well describe

the conditions of ssDNA-ssDNA interactions and some protein-protein interactions. But in

TF-DNA interactions, there are two types of “monomers" each of which only binds to the

other type; we call this system “gendered." In Appendix D, we outline the mathematical

and physical properties of a “gendered" dimer model.

4.2.1 Naive Partition Function

Say that our system contains 2N distinguishable monomers labeled α1, α2, . . . , α2N . Each

monomer has a mass m0, and the monomers exist at thermal equilibrium temperature T in
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a volume V. Each monomer can bind to any other monomer, and when monomer αk binds

to monomer α`, the two form the dimer (αk, α`) where the ordering within the pair is not

important.

We define correct dimers as those consisting of an αk binding with αN+k where k ≤ N;

all other dimers are considered incorrect. Thus each monomer has one other monomer to

which it binds to yield a correct dimer, and, more generally, there are N possible correct

dimers and 2N(2N− 1)/2− N = 2N(N− 1) possible incorrect dimers. We take the incor-

rect dimers to form with binding energy −E0, and the correct dimers to form with binding

energy −(E0 + ∆) where E0, ∆ > 0. Summarily, the binding energy for a dimer (αi, αj) is

E(αi, αj) =


−(E0 + ∆) if |j− i| = N

−E0 if |j− i| 6= N.
(4.3)

We term E0 the "offset binding energy", and ∆ the "energy advantage" of correct dimers.

For simplicity, we will assume that the monomers and dimers are point particles with no

rotational or vibrational properties. Also, apart from their binding, the monomers and

the dimers are free particles which do not interact with one another. Therefore, the total

energy of a microstate comes from the kinetic energies of the monomers and the kinetic

energies and binding energies of the dimers. An example microstate for a non-gendered

dimer system is shown in Fig. 4.2.

In order to study the thermal equilibrium properties of such a system, we need to con-

struct its partition function. To build the partition function we must define the microstates

of the system, the energy of a microstate, the various degeneracy factors relevant to defin-

ing a microstate, and how we will sum over all microstates. Given the definition of our

system, a naive choice for how to characterize the system microstate is to use a 2N × 2N

contact matrix C whose elements are defined according to

Cij =


1 if dimer (αi, αj) exists in system,

0 otherwise.
(4.4)

With the elements Cij, we can then specify which monomers exist in isolation and which
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FIGURE 4.2: Example microstate of the non-gendered system with 2N = 30 monomers.
Correct dimers consist of binding k to k + 15 and have binding energy −(E0 + ∆). All other
dimers are incorrect and have binding energy −E0. This microstate has four correct dimers
(in blue), six incorrect dimers (in yellow), and ten monomers (in grey). For pictorial clarity,
the figure represents monomers as half-circles, but monomers are taken to be point particles
in the model. To which half-circle the individual monomers correspond is not important.

The total binding energy for this microstate is −(10E0 + 4∆).

are bound together. From the constraints of the system, we can also infer that Cij has no

diagonal elements, is symmetric, and only has a single non-zero entry of 1 in each column

or row. Given Eq.(4.3) and Eq.(4.4), the energy of a particular microstate would then be

E
(
{Cij}

)
=

2N

∑
i<j
CijE(αi, αj) = −E0

2N

∑
i<j
Cij − ∆

2N

∑
i<j
Cij δN, j−i. (4.5)

By the definition of the contact matrix in Eq.(4.4), the total number of dimers in the system

is ∑i<j Cij, and the total number of monomers is 2N− 2 ∑i<j Cij. Presuming we are working

under dilute-solution conditions, the monomers and dimers are non-interacting, and the

degeneracy of a particular microstate Cij can be accounted for by including factors of the

ideal-gas partition functions for the appropriate number of monomers and dimers. If we

have N distinguishable and non-interacting point particles of mass m0, the free-particle

contribution to the partition function is

Zfree =

(
V
λ3

0

)N

, (4.6)

where V is the volume of the system, and λ0 = h/
√

2πm0kBT is the thermal de Broglie

wavelength of a single monomer. There is no permutation correction in Eq.(4.6) because
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our particles are distinguishable. From Eq.(4.5) and Eq.(4.6), the partition function for the

dimer system can be expressed as

ZN(V, T, E0, ∆) = ∑
{Cij}

exp

[
β

2N

∑
i<j
CijE(αi, αj)

](
V
λ3

0

)2N−2 ∑ Cij
(

V
(λ0/

√
2)3

)∑ Cij

(4.7)

where β = 1/kBT, the dimers have mass 2m0, ∑ Cij sums over indices i < j, and the

microstate summation runs over all valid contact matrices for this system.

Our larger objective is to derive an analytic form for the partition function and to then

use this partition function to derive the thermal equilibrium conditions. But according to

Eq.(4.7), in order to compute the partition function we have to enumerate and then sum

over all valid contact matrices for this system. The set of possible contact matrices are all

2N × 2N matrices that are symmetric, have no diagonal elements, and where each row’s

and each column’s only non-zero element is 1. Finding a systematic way to enumerate

such matrices is challenging enough, but further complicating the calculation is the way

the binding energy Eq.(4.5) changes contingent on which elements in C are non-zero.

We can bypass these complications by expressing Eq.(4.7) as a summation over states

defined by the number of total dimers and number of correct dimers in the system. In

terms of the contact matrix, we have

k =
2N

∑
i<j
Cij , m =

2N

∑
i<j
Cij δN, j−i, (4.8)

as the number of total dimers and the number of correct dimers, respectively. Then, rather

than defining and summing over all possible contact matrices, we need only sum over

the possible values of k and m with the appropriate Boltzmann and degeneracy factors.

In constructing the partition function, we define a state by a particular value of k and m.

Eq.(4.5) indicates that the binding energy for such a state is −kE0 − m∆. Therefore, the

partition function Eq.(4.7) can be written as

ZN(V, T, E0, ∆) =
N

∑
k=0

k

∑
m=0

ΩN(k, m) eβ(kE0+m∆)
(

V
λ3

0

)2N−2k
(

V
(λ0/

√
2)3

)k

(4.9)
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FIGURE 4.3: Depiction of the dance-hall problem for N = 10.

where ΩN(k, m) is the number of ways to construct a microstate with k dimers, of which

only m are correct dimers. The task of computing the partition function now reduces to

the task of computing the degeneracy factor ΩN(k, m), and this calculation amounts to a

problem of combinatorics.

4.2.2 Dance-Hall Problem

Determining ΩN(k, m) generalizes beyond the constraints of this problem, and we can

embed its definition in the answer to a less abstract problem. We phrase the problem as

follows:

N pairs of people enter a dance hall. All people in the pairs separate, and

people mingle with one another such that at some later time, some people are

paired and other people are alone. At this later time, there are k pairs of people

on the dance floor, and of this set, there are m pairs from the set of original

pairs. How many ways can this happen? (See Fig. 4.3 for depiction)

The quantity ΩN(k, m) is the answer to this question. To determine this quantity, we

break it up into two factors: ΩN(k, m) can be written as a product between the number

of ways to select m of the original pairs from the initial set of N pairs and the number of

ways to create, from the remaining 2(N − m) people, k− m pairs which are not amongst
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the remaining N −m original pairs. We thus have

ΩN(k, m) =

(
N
m

)
aN−m,k−m, (4.10)

where an,` is the number of ways to form ` pairs from a set of 2n originally paired elements

such that none of these ` pairs coincides with any of the original n pairs.

The quantity ΩN(k, m) must also satisfy a summation identity which we can use to

check our final result. The total number of ways to form k pairs out of a collection of

2N people (each of which can form a pair with any other person) is the number of ways

to select 2k people to be amongst the pairs multiplied by (2k − 1)!! = (2k)!/(2kk!), the

number of ways to rearrange the selected people amongst the pairs (Chuan-Chong and

Khee-Meng, 1992). Thus, summing Eq.(4.10) over all possible values of k, we should find

(
2N
2k

)
(2k− 1)!! =

k

∑
m=0

(
N
m

)
aN−k,k−m. (4.11)

To check this result, we need only determine an,`.

It is easy to calculate an,` for a few representative values. For ` = 1, an,1 is the number

of ways to create a single pair that is not among the original n pairs. In other words, an,1 is

the difference between the number of ways to pair 2n objects and the number of original

pairs:

an,1 =
2n(2n− 1)

2
− n = 2n(n− 1), (4.12)

For ` = n, an,` reduces to a solution to the “bridge couples problem" (Margolius, 2001):

The number of ways to completely rearrange n paired people into n new pairs such that

none of these pairs is amongst the original collection is

an,n =
n

∑
j=0

(−1)j
(

n
j

)
(2n− 2j− 1)!!. (4.13)

For general `, we can find an,` by applying the principle of inclusion-exclusion (Chuan-

Chong and Khee-Meng, 1992). We work through this derivation in Appendix C.2 and
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ultimately find

an,` =
`

∑
j=0

(−1)j
(

n
j

)(
2n− 2j
2`− 2j

)
(2`− 2j− 1)!!. (4.14)

It is simple to check that Eq.(4.14) satisfies Eq.(4.13) and straightforward to check that it

satisfies Eq.(4.12). To check Eq.(4.11), it is necessary to express Eq.(4.14) in terms of an

integral as is done at the end of SM Sec. 2.

4.2.3 Final Partition Function

Expressing Eq.(4.10) in terms of the derived result Eq.(4.14), we find that Eq.(4.9) provides

an exact partition function for our system of dimer-forming non-gendered monomers.

However Eq.(4.9) is not yet in its most reduced form because it is still written as a summa-

tion over discrete indices. We can write this partition function in a form more responsive to

the methods of calculus by using additional integration and combinatorial identities (see

Appendix C.3 for details). In the end, we find the partition function

ZN(V, T, E0, ∆) =
1

2
√

π Γ (N + 1/2)

(
V
λ3

0

)2N ∫ ∞

0

∫ ∞

0
dx dy

e−x−y
√

xy

(
M2N

+ +M2N
−

)
,

(4.15)

where

M± ≡
√

x ±
(

2
√

2 λ3
0

V

)1/2

eβE0/2
√

y Φ(x; β∆) , (4.16)

and

Φ(x; β∆) ≡ eβ∆ + 2x− 1, (4.17)

with Γ being the Gamma function. Eq.(4.15) is an exact result and no mathematical

approximations have been made in obtaining it. In particular, the integration variables x

and y are not the N � 1 extrapolations of the summation variables k and m, but rather the

former are variables introduced by using integration identities to express combinatorial

factors as integrals. Thus Eq.(4.15) is valid for all N.
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The advantage in expressing our original partition function Eq.(4.7) as Eq.(4.15) is

that, as an exponential integral, Eq.(4.15) is now amenable to approximation via Laplace’s

method, and we can use this method to obtain the equilibrium conditions of the system.

First, given the appearance of k and m in Eq.(4.7), we can compute the average number of

dimers with

〈k〉 = ∂

∂(βE0)
ln ZN , (4.18)

and the average number of correct dimers with

〈m〉 = ∂

∂(β∆)
ln ZN . (4.19)

We can use similar derivatives to compute the various elements of the covariance matrix

for k and m:  σ2
k σ2

km

σ2
mk σ2

m

 =

 ∂2
βE0

∂βE0 ∂β∆

∂β∆∂βE0 ∂2
β∆

 ln ZN , (4.20)

where σ2
k is the variance of the total number of dimers, σ2

m is the variance of the number of

correct dimers, and σ2
km = σ2

mk is the covariance between the total number of dimers and

the number of correct dimers.

Eq.(4.18), Eq.(4.19), and Eq.(4.20) represent the main physical observables of this model,

and computing these quantities will allow us to better characterize the various properties

of the self-assembling dimer system. For example, we should be able to determine the con-

ditions under which the energetic benefit for having a state of all correct dimers outweighs

the entropic cost of not only having dimers rather than monomers but also of selecting the

N correct dimers out of a much larger set of incorrect dimers. Such conditions would con-

stitute “regime" conditions for this system, and in order to find these conditions we first

need to more specifically characterize the equilibrium properties of the system.
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4.3 Equilibrium Conditions of Non-Gendered System

With the partition function Eq.(4.15), we now have the main theoretical tool we need to

explore the equilibrium properties of our system of non-gendered monomers. Our next

task is to extract from this partition function physical information concerning the number

of total dimers and the number of correct dimers. However, keeping Eq.(4.15) as an inte-

gral in the subsequent analysis would result in cumbersome integral expressions for both

〈k〉 and 〈m〉. It would be far simpler to approximate Eq.(4.15) as a function without an

integral, and to then use this new function as a proxy for the partition function.

Working towards this goal, we first rewrite Eq.(4.15) in a more suggestive form. Defin-

ing the effective free energy as

βFN(x, y;V, T, E0, ∆) = x + y +
1
2

ln(xy)− ln
(
M2N

+ +M2N
−

)
+ βF0(N, V, T), (4.21)

where βF0(N, V, T) represents terms that are independent of the variables x and y, we have

ZN(V, T, E0, ∆) =
∫ ∞

0

∫ ∞

0
dx dy exp

[
− βFN(x, y; V, T, E0, ∆)

]
. (4.22)

Next, by Laplace’s method (Breitung, 2006), we can take ZN in the N � 1 limit to be

dominated by the local maximum of its exponential integrand. We can then make the

approximation

ZN(V, T, E0, ∆) ' 2π (det H)−1/2 exp
(
− βFN

)∣∣∣
x=x̄,y=ȳ

, (4.23)

where x̄ and ȳ are the critical points of Eq.(4.21) defined by

∂i(βFN)
∣∣∣

x=x̄,y=ȳ
= 0, (4.24)

for i = x, y, and H is the Hessian matrix with the elements

Hij = ∂i∂j(βFN)
∣∣∣

x=x̄,y=ȳ
. (4.25)
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In order for Eq.(4.23) to be a valid approximation (and have an error of at most O(N−1)),

then x̄ and ȳ must not only satisfy Eq.(4.24), but the Hessian matrix at these critical points

must also be positive definite (Hubbard and Hubbard, 2015), namely, it must satisfy

det H > 0 , Tr H > 0. (4.26)

The two conditions Eq.(4.24) and Eq.(4.26) together ensure that βFN is at a local minimum

at the critical points x̄ and ȳ and thus that it properly defines the thermodynamic equilib-

rium of the system.

With the right side of Eq.(4.23) we now have a theoretically closed form expression

that we can use as a proxy for a our partition function. We can transcribe the mostly

mathematical conditions defining βFN into physical results by using Eq.(4.23), Eq.(4.19),

and Eq.(4.18) to establish a system of equations between 〈k〉, 〈m〉, x̄, and ȳ. In deriving

these equations, we take Eq.(4.21) evaluated at x = x̄ and y = ȳ to be the true free energy

of this system 1 Solving this system, we obtain equilibrium conditions written exclusively

in terms of 〈k〉 and 〈m〉:

4
√

2 λ3
0

V
eβE0 =

〈k〉 − 〈m〉(1− e−β∆)(
N − 〈k〉

)2 (4.27)

eβ∆

2
= 〈m〉 N − 〈m〉(1− e−β∆)

〈k〉 − 〈m〉(1− e−β∆)
. (4.28)

In Appendix C.4.1,we derive the conditions Eq.(4.27) and Eq.(4.28), and in Appendix C.4.2

we ensure the validity of Laplace’s method by checking that the relevant critical points

satisfy Eq.(4.26). To be precise, these equilibrium conditions have errors of the order of

O
(
〈k〉−1) and O

(
N−1), but we will take them to be exact in the subsequent analysis be-

cause these errors only become relevant when we are considering few particle systems or

systems which are mostly composed of monomers.

Eq.(4.27) and Eq.(4.28) tell us how the average number of dimers 〈k〉 and the average

1We acknowledge that by the definition of free energy as −kBT ln ZN(V, T, ; E0, ∆), our quantity FN differs
from the actual free energy by a constant. However, this difference makes a negligible contribution to our
physical results when working in the N � 1 limit.
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number of correct dimers 〈m〉 relate to each other and to system parameters like the num-

ber of particles, system volume, and the binding energies of correct and incorrect dimers.

Their form is reminiscent of law of mass action equations–i.e., they have an energy de-

pendent exponential term on one side and particle number ratios on the other–however,

there are some important differences. For one, factors of (1− e−β∆) multiply the average

number of correct dimers, a feature which we will later see is important in deriving results

for the ∆ → 0 limit of the system. Moreover, in Eq.(4.28) there is an N dependent term

which cannot be related to the typical particle number ratios of the law of mass action, but

which we will see is important in defining the state of fully-correct assembly.

With Eq.(4.20) we can calculate the covariance and variance relationships between the

average number of dimers and the average number of correct dimers. From Eq.(4.20), and

the approximate free energy given in the Eq.(C.30) and evaluated at x = x̄, y = ȳ, we find

σ2
k =

1
2N
〈k〉
(

N − 〈k〉
)
, σ2

km =
1

2N
〈m〉

(
N − 〈k〉

)
, (4.29)

σ2
m = 〈m〉−〈m〉

2

2

(
1
〈k〉 +

1
N

)
(4.30)

indicating that the thermal fluctuations in our order parameters go to zero once the system

becomes completely dimerized (〈k〉 ' N) and completely composed of all correct dimers

(〈m〉 ' N).

From here, we could attempt to solve the equilibrium conditions Eq.(4.27) and Eq.(4.28)

and obtain explicit expressions for 〈k〉 and 〈m〉 as functions of temperature and other sys-

tem parameters. However, as coupled quadratic equations, these conditions yield quartic

equations for 〈k〉 and 〈m〉. There are methods for obtaining analytic solutions to quartic

equations (Irving, 2013), but the general solutions are sufficiently complicated as to not be

too physically useful. So we instead solve these equilibrium conditions numerically.

But before we pursue a numerical solution, we can still build understanding of the

system by analytically considering two special cases: The case where correct dimers do

not have a binding energy advantage over incorrect dimers, and the case where the offset

binding energy is so large that all monomers have formed (not necessarily correct) dimers.
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4.3.1 No Energy Advantage (∆ = 0)

We consider the system without correct dimers having an energy advantage over incorrect

dimers, namely the case where ∆ = 0. For this case, we define the system by the reaction

equation

αi + αj −⇀↽− αiαj, Binding Energy = −E0 (4.31)

where −E0 is the binding energy of the forward reaction. The partition function for such a

system can easily be written down by taking the appropriate limit of the partition function

Eq.(4.15). We find

ZN(V, T, E0, ∆ = 0) =
1

2
√

π

(
V
λ3

0

)2N ∫ ∞

0
dy

e−y
√

y

[(
1 +

√
2δy

)2N
+
(
1−

√
2δy

)2N
]

,

(4.32)

where

δ ≡ 2
√

2 λ3
0

V
eβE0 . (4.33)

To derive the equilibrium conditions for this system, we can apply Laplace’s method to

Eq.(4.32) in a way similar to the method’s application to Eq.(4.15). However, doing so

would lead to equilibrium conditions for 〈k〉 alone, since the parameter ∆ (which de-

fines 〈m〉 through 〈m〉 = ∂ ln ZN/∂(β∆)) is absent. Alternatively, we can simply consider

Eq.(4.27) and Eq.(4.28) for ∆ = 0. Doing so, we find

4
√

2 λ3
0

V
eβE0 =

〈k〉(
N − 〈k〉

)2 , 〈m〉 = 〈k〉
2N

. (4.34)

These equations have straightforward interpretations from the perspective of the law of

mass action and counting, respectively.

Identifying the concentration of monomers as [monomers] = (2N − 2〈k〉)/V and the

concentration of dimers as [dimers] = 〈k〉/V, we can write the first equation in Eq.(4.34)

as
√

2 λ3
0 eβE0 =

[dimers]
[monomers]2 , (4.35)
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(A) E = −5∆ (B) E = −2∆ (C) E = 0

FIGURE 4.4: Example microstates of a graph system with 2N = 10 vertices each of which has
degree 1. We let (a) define the lowest energy microstate with energy E = −5∆. Each graph
that has an edge not found in the lowest energy graph incurs an energy penalty +∆. Study-
ing the equilibrium statistical physics of such a collection of graphs leads to the partition
function in Eq.(4.37) without the factor of cN and the additional corrections. Eq.(4.38) indi-
cates that the system assumes its lowest energy graph at or below the non-zero temperature

∆/ ln(10).

which is reminiscent of a law of mass action interpretation of Eq.(4.31). The left side of

Eq.(4.35) is off by a factor of 2 from what we would precisely calculate using the law of

mass action because a foundational assumption of our dimer system is that each αi occurs

once and is distinguishable from αj for j 6= i, and such an assumption of distinguishability

is not manifest in the simple "monomer + monomer −⇀↽− dimer" rendering of Eq.(4.31).

The second equation in Eq.(4.34) can be understood with a simple argument. If there is

no energy difference between correct dimers and incorrect dimers, then the ratio between

the average number of correct dimers and the average number of dimers should be equal

to the ratio between the possible values of each. Given that there are N possible correct

dimers and 2N(2N − 1)/2 possible dimers, we should find that the ratio between the av-

erage number of correct dimers and the average number of dimers at thermal equilibrium

is
〈m〉
〈k〉 =

N
2N(2N − 1)2/2

=
1

2N − 1
, (4.36)

which, in the N � 1 limit, is consistent with the second equation of Eq.(4.34).

4.3.2 Complete Dimerization (E0 � kBT)

If our dimer system had an offset binding energy that was much larger than the energy

scale of thermal fluctuations, then the system would be entirely composed of dimers, and
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the corresponding thermodynamics would be determined by the combinatorics of correct

and incorrect interactions. In such a situation, the only energy parameter relevant in defin-

ing the microstate of the system would be ∆. In this E0 � kBT limit, the partition function

Eq.(4.15) reduces to

ZN(V, T, E0 � kBT, ∆) =
cN
√

π

∫ ∞

0
dx

e−x
√

x

(
eβ∆ + 2x− 1

)N
+O(c−1), (4.37)

where c = (V/λ3
0)e

βE0 . Given that 〈k〉 = ∂ ln ZN/∂(βE0), Eq.(4.37) implies that 〈k〉 ' N.

Analyzing Eq.(4.27) in this limit is difficult because of the divergence that occurs as 〈k〉

approaches N, but the second equation suffers no such divergence. Using 〈k〉 ' N in

Eq.(4.28) yields for 〈m〉

〈m〉 ' eβ∆

2
. (4.38)

At the highest temperatures, Eq.(4.38) gives us the expected result that the system reduces

to one of virtually no correct dimers, 〈m〉 ' 1/2. However, given that 〈m〉 cannot exceed

N, Eq.(4.38) also implies that there is a finite temperature below which 〈m〉 ' N, and hence

at which all of the dimers in the system are correct. This temperature is kBT ' ∆/ ln(2N).

The fact that this temperature is non-zero for finite N is important since such a result con-

tradicts a potential expectation that complete order is only possible at zero temperature.

We do not call this behavior a phase transition since it disappears in the thermodynamic

N → ∞ limit, but it is clear that, like a phase transition, moving below this temperature

results in behavior that cannot be fully captured by our analytic approximations. In the

next section, we will define the temperature at which fully-correct assembly occurs for ar-

bitrary ∆ and E0, and we will see that kBT = ∆/ ln(2N) is a special case of a more general

result.

Finally, Eq.(4.37) has a simple interpretation from the perspective of the statistical physics

of graphs. We consider the set of graphs with N edges and 2N vertices where each vertex

has degree 1. If we define one graph in this set as the lowest energy graph (with E = −N∆),

and say that the system incurs an energy penalty +∆ whenever a graph has an edge not

amongst the lowest energy graph, then the partition function for the system is given by
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the first term in Eq.(4.37) without the factor of cN . Moreover, Eq.(4.38) indicates that below

a temperature ∆/ ln(2N), the system settles into its lowest energy graph (Fig. 4.4).

4.4 Types and Regimes of Dimer Systems

We say that our dimer system has undergone fully-correct assembly when the average

number of dimers is equal to the average number of correct dimers, 〈k〉 = 〈m〉. In this

section, we use this definition to show that the dimer system can be categorized as one

of two types. This categorization is based on analytic approximations for the temperature

at which fully-correct assembly is achieved, but by plotting simulations and numerical

solutions to Eq.(4.27) and Eq.(4.28) for these two system types, we find that the catego-

rization also reflects a qualitative difference in the relationship between 〈k〉 and 〈m〉. With

the intuition from these numerical analyses, we then define different physical regimes of

the system (e.g., complete assembly, partial assembly, negligible assembly etc.) and use

parameters spaces in βE0 − β∆ and 2N − V/λ3
0 space to show that the two system types

can access different regimes of self-assembly.

4.4.1 Type I and Type II Dimer Systems

When our system is at high T we can expect most of the monomers to exist alone such that

〈m〉, the average number of correct dimers, and 〈k〉, the average number of total dimers,

are both much less thanO(1). However, as we decrease the system temperature, we could

expect there to be a point at which 〈m〉 = 〈k〉. At this point, we would say the system is

in the regime of fully-correct assembly. At what temperature does the system enter this

regime?

Imposing 〈m〉 = 〈k〉 on both equations Eq.(4.27) and Eq.(4.28), and presuming that this

condition is valid at a temperature Tc, we find that Tc must satisfy

√
2 λ3

0,c

V
eβc(E0+∆)

(
1− 2Ne−βc∆)2

1− e−βc∆ = N − 1/2 (4.39)
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where λ0,c = h/
√

2πm0kBTc and βc = 1/kBTc. Moreover, at this temperature, 〈m〉 and 〈k〉

assume the common value

〈m〉 = 〈k〉 = N − 1/2
1− e−βc∆ . (4.40)

From Eq.(4.39), we can show that kBTc is bounded above by ∆/ ln(2N) which, together

with Eq.(4.40), implies that, at T = Tc, 〈k〉 and 〈m〉 have a value between N − 1/2 and

N. Therefore, for this regime of fully-correct assembly, not only do all the dimers consist

entirely of correct dimers, but all the monomers have formed dimers.

For general parameter values, Eq.(4.39) requires numerical methods to solve, but it is

possible to find approximate analytical solutions in two limiting cases. In the case of large

energy advantage for correct dimers (βc∆� 1), the terms proportional to e−βc∆ go to zero,

and we can solve for Tc explicitly to find

kBTc '
2
3
(E0 + ∆)

[
W0

(
E0 + ∆

3EV
(2N)2/3

)]−1

+O(N−1) ≡ kBTI, (4.41)

where we defined

EV ≡
h2

2πm0V2/3 , (4.42)

as an effective energy a free monomer of mass m0 in a volume V, and where W0 is the

principal branch of the Lambert W function defined by the condition W0(xex) = x for

x > −1 (Weisstein, 2002d). Alternatively, in the case where the offset binding energy

is large (βcE0 � 1), the squared quantity must approach 0 to compensate for its large

coefficient, and we find

kBTc '
∆

ln(2N)
≡ kBTII. (4.43)

In practice, the solution to Eq.(4.39) cannot always be approximated by either TI or TII, but

in cases when it can, the corresponding thermal dependences for 〈k〉 and 〈m〉 are suffi-

ciently different between these two limiting cases that it is appropriate to categorize these
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cases as two different system types. We define these two system types approximately as

System Type =


Type I for Tc ' TI,

Type II for Tc ' TII.
(4.44)

For systems where Tc cannot be approximated by either TI or TII, we call the system type

“indeterminate".

In the following sub-sections, we explore this system categorization and the implica-

tions of Eq.(4.39) in two ways: First, using Eq.(4.44) to categorize numerical solutions to

Eq.(4.27) and Eq.(4.28); second, constructing a parameter space plot of the solutions and

using the system categorization to understand which spaces are accessible to Type I and

Type II systems.

4.4.2 Numerical Solutions and Simulations

In Fig. 4.5, we plot the numerical solutions to the equilibrium conditions Eq.(4.27) and

Eq.(4.28) and compare the results to simulation results for Type I, Type II, and indetermi-

nate systems. The error bars in the plots are computed from Eq.(4.29) and Eq.(4.30), and

the system is simulated using a Metropolis-Hastings Monte Carlo algorithm with a set

of moves chosen to ensure efficient exploration of the state space (see Appendix C.5 for

details).

The qualitative difference between Type I and Type II systems is apparent from com-

paring how 〈k〉 and 〈m〉 relate to one another for each system type. In both system types,

when T < Tc, the equilibrium equations Eq.(4.27) and Eq.(4.28) break down and 〈k〉 and

〈m〉 assume the value given by Eq.(4.40). But for Type I systems, as we increase the tem-

perature above Tc, the 〈m〉 curve closely shadows the 〈k〉 curve, indicating that most of

the dimers in such systems are correct. Conversely, for Type II systems, as we increase

the temperature above Tc, the 〈m〉 curve quickly drops away from the 〈k〉 curve, with the

〈k〉 curve remaining near N, indicating that most of the dimers are incorrect. This is the

essential qualitative difference between Type I and Type II dimer systems: Above the criti-

cal temperature Tc, Type I systems have dimers which are generally dominated by correct
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(A) Type I system, � (B) Indeterminate System, + (C) Type II system, �

FIGURE 4.5: Numerical solutions to Eq.(4.27) and Eq.(4.28) and corresponding simulation
results. We set EV = 10−3, N = 50, and defined all energies in units of kBT = 1.0. The error
bars are the standard deviations in k and m computed from Eq.(4.29) and Eq.(4.30). In (a),
E0 = 4.15 and ∆ = 5.75; In (b), E0 = 9.05 and ∆ = 4.65; In (c), E0 = 14.00 and ∆ = 3.75. The
〈k〉 and 〈m〉 numerical solutions are represented by solid green and dotted orange curves,
respectively. The 〈k〉 and 〈m〉 simulation results are denoted by “•" and “×", respectively,
and each point represents the average of 50 simulations where, for each simulation, the last
600 time steps of 30,000 were used to compute the ensemble average (see Appendix C.5 for
details). Vertical lines correspond to Tc (black dotted), TI (blue dashdotted), and TII (red
solid). For Type I systems, Tc ' TI, and for Type II systems, Tc ' TII. The characteristic
feature of a Type I system is a soft transition from 〈m〉 ' N to 〈m〉 < N after which 〈m〉
closely shadows the behavior of 〈k〉. The characteristic feature of a Type II system is a sharp
transition for 〈m〉 at T ' ∆/ ln(2N) followed by an exponential decline which drops 〈m〉 far
away from the 〈k〉 value. The sharpness of the transition leads to relatively large fluctuations
in m as shown by the larger discrepancy between simulation and analytic results in (c) versus
those in (a) and (b). In Type I systems, partially dimerized states can have mostly correct
contacts, and in Type II systems partially dimerized states always have mostly incorrect

contacts.

contacts while Type II systems have dimers which are generally dominated by incorrect

contacts.

4.4.3 Parameter Space Plots

In Eq.(4.40), we took the relationship 〈m〉 = 〈k〉 to define the fully-correct assembly regime

of the dimer system. This regime is evident in all the plots in Fig. 4.5 for T ≤ Tc, but these

plots also show that there are many different relationships between 〈k〉 and 〈m〉 that we

can use to define various regimes of dimer assembly. It is easiest to get a sense of these

regimes with parameter space plots.

Fig. 4.6a and Fig. 4.6b depict, respectively, βE0− β∆ and 2N−V/λ3
0 parameter spaces

for the dimer system with N and V fixed in the former and E0 and ∆ fixed in the latter.

A system at a particular temperature and with particular parameter values is located at a
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(A) βE0 − β∆ space (B) V/λ3
0 − 2N space

FIGURE 4.6: Parameter space regimes of dimer system. In (a), we set EV = 10−3 and
N = 50. In (b), we set E0 = 14.00 and ∆ = 3.45. In both (a) and (b), we set kBT = 1.0.
Each region is defined by solutions to Eq.(4.27) and Eq.(4.28) satisfying the following: (A)
fully-correct assembly (Eq.(4.40)); (B) nearly-complete assembly with mostly correct contacts(
〈k〉/N > 0.95 and 〈m〉/〈k〉 > 0.5

)
; (C) partial dimerization with mostly correct contacts(

〈k〉/N < 0.95 and 〈m〉/〈k〉 > 0.5
)
; (D) negligible dimerization

(
〈k〉/N < 0.05

)
; (E) partial

dimerization with mostly incorrect contacts
(
〈k〉/N < 0.95 and 〈m〉/〈k〉 < 0.5

)
; (F) nearly-

complete assembly with mostly incorrect contacts
(
〈k〉/N > 0.95 and 〈m〉/〈k〉 >< 0.5

)
. The

black curve bounding region A in (a) and (b) is, respectively, the function β∆(βE0) and the
function 2N(V/λ3

0) found from analytic solutions to Eq.(4.39). The solid lines are functions
computed from their respectively labeled conditions. The grey diagonal strip in (a) and (b)
defines a region in which the system type is indeterminate; above or below the strip, the sys-
tem is more clearly of Type I or Type II. The markers �, +, and correspond, respectively, to
(a), (b), and (c) in Fig. 4.5 at T = 1.0. All regions are common to both systems types, except
for regions C and F which are unique to Type I and Type II systems, respectively. There-
fore, only Type I systems can be partially dimerized and mostly correct while only Type II

systems can be nearly-completely dimerized and mostly incorrect.

specific point on either parameter space plot. For example, the T = 1.0 values of 〈k〉 and

〈m〉 in the plots of Fig. 4.5 are represented as �, +, and markers in Fig. 4.6a, and the

T = 1.0 values of 〈k〉 and 〈m〉 in Fig. 4.5c are represented by in Fig. 4.6b. We emphasize

that because our results are derived in the N � 1 limit, the properties outlined for Fig.

4.6b become less accurate descriptions of the original system, for lower values of 2N.

The solid straight lines are the parameter space expressions of the conditions T = TI,

T = TII, and TI = TII given the definitions in Eq.(4.41) and Eq.(4.43). If we take a system at

a certain temperature to be defined by a point in Fig. 4.6a or Fig. 4.6b, then decreasing the

system temperature brings the point closer to region A. Because the region boundaries are

themselves temperature dependent, the sizes and extents of the regions also change as we

change the system temperature. See Fig. C.1 in Appendix C.6 for a depiction of how the
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plots in Fig. 5 change as we decrease the value of kBT. We define a system as Type I or Type

II according to whether decreasing the system temperature leads the point representing the

system to enter region A (fully-correct assembly region) at a point at which either the TI

or TII line can approximate the region A boundary. The temperatures TI and TII must be

sufficiently distinct for this categorization to be non-ambiguous and so the grey regions

in both plots of Fig. 4.6 define approximate regions where TI ' TII and hence where the

system type is indeterminate.

In the parameter space plots, we define six regimes that an arbitrary dimer system can

be in at a given temperature.

(A) Fully-correct assembly: All monomers exist as dimers and all dimers are correct;

Eq.(4.40), 1− 1/2N < 〈k〉/N = 〈m〉/N < 1.

(B) Nearly-complete assembly with mostly correct contacts: Almost all the monomers

exist in dimers, and most of these dimers are correct; 〈k〉/N > 0.95; 〈m〉/〈k〉 > 0.5.

(C) Partial assembly with mostly correct contacts: Monomers have only partially dimer-

ized, and most of these dimers are correct; 〈k〉/N < 0.95; 〈m〉/〈k〉 > 0.5.

(D) Negligible assembly: Few of the monomers exist as dimers; 〈k〉/N < 0.05.

(E) Partial assembly with mostly incorrect contacts: Monomers have only partially dimer-

ized, and most of these dimers are incorrect; 〈k〉/N < 0.95; 〈m〉/〈k〉 < 0.5.

(F) Nearly-complete assembly with mostly incorrect contacts: Almost all the monomers

exist in dimers, and most of these dimers are incorrect. 〈k〉/N > 0.95; 〈m〉/〈k〉 < 0.5.

The regimes are not necessarily mutually exclusive. For example, there is a parameter

space region in which the "negligible assembly" regime (region C) satisfies the conditions

of the "partial assembly with mostly correct contacts" regime (region B). This is because

the dotted line boundaries in Fig. 4.6a and Fig. 4.6b are defined by somewhat arbitrary

limiting values for 〈k〉 and 〈m〉 (e.g., 〈k〉/N < 0.10 and 〈k〉/N > 0.90 could respectively

have been used to define negligible and nearly-complete assembly), and thus transitioning

across such boundaries occurs smoothly as “crossover", rather than as “phase", transitions.
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However, the boundary surrounding region A is unambiguously defined by Eq.(4.39), and

transitioning across this boundary by decreasing T below Tc fixes 〈m〉 at the value given

in Eq.(4.40). For Type I systems, this T = Tc transition occurs smoothly (Fig. 4.5a), but for

Type II systems the transition occurs sharply (Fig. 4.5c) corresponding to an apparent dis-

continuity in ∂〈m〉/∂T and thus suggesting the appearance of a phase transition. However,

this transition occurs at an N dependent temperature that goes to zero in the thermody-

namic limit, and thus does not fulfill the standard definition of a phase transition.

Echoing an assertion made in the previous section, Fig. 4.6a and Fig. 4.6b show that

Type I and Type II systems exhibit regimes of behavior exclusive to each type. When

monomers are partially dimerized in a Type I system, most of the dimers can consist of

correct contacts, while when monomers are partially dimerized in a Type II system, most

of these dimers always consist of incorrect contacts.

These parameter space plots allow us to immediately see a few properties of the dimer

system not evident in the solution plots. First, from the regime definitions and the line

representing the T = TII condition in both Fig. 4.6a and Fig. 4.6b, we see that β∆ > ln(2N)

(or, equivalently, 2N < eβ∆) appears to be a sufficient but not necessary condition for an

arbitrary system’s dimers to be mostly composed of correct dimers. Therefore, the dimers

in a system are mostly correct if the number of distinct monomers in the system is less than

eβ∆.

Second, in Fig. 4.6a we see the expected result that the system only enters the fully-

correct assembly regime when ∆ � kBT and E0 � kBT. This makes qualitative sense

because a value of E0 much larger than the energy scale of thermal fluctuations is needed

for dimers to be able to form, and, similarly, a large value of ∆ ensures that correct dimers

are privileged over incorrect dimers.

However, in Fig. 4.6b we have a possibly unexpected result: It is only the lower left

corner of the 2N −V/λ3
0 parameter space that contains the fully-correct assembly regime.

This suggests that it is the absolute values of both particle number and volume, rather than

just their ratio encoded in number density, that determine whether fully-correct assem-

bly is possible. This result might be unexpected since reaction equations similar to those
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defining our dimer system (i.e., similar to Eq.(4.1)) are often studied by considering reac-

tant number densities in the form of concentrations. Experience with such analyses leads

one to expect that limits on number density are the only relevant criteria for constrain-

ing whether correct dimerization is achieved. But now we see that a statistical mechanics

analysis suggests otherwise. We interpret this result in the next section.

4.5 Inequalities for Assembly and Type

Having constructed the parameter spaces in Fig. 4.6, we now pursue two goals: A qual-

itative interpretation of the analytical conditions constraining the fully-correct assembly

regime, and a more precise way to define the separation between Type I and Type II sys-

tems. We pursue the first goal by finding necessary but not sufficient conditions for a sys-

tem to be in the fully-correct assembly region of parameter space and then by using these

conditions to motivate the more conceptual labels of “search-limited" and “combinatorics-

limited" for Type I and Type II systems, respectively. We pursue the second goal by de-

riving and interpreting necessary but not sufficient conditions for a system to be of Type

I.

4.5.1 Limits of Fully-Correct Dimerization

In Fig. 4.6a and Fig. 4.6b, region A defines the parameter space for which a dimer system

is in the regime of fully-correct assembly. A necessary and sufficient condition for the

system to be in this regime is T < Tc where Tc is given by the solution to Eq.(4.39). The

complexity of Eq.(4.39) makes this condition difficult to interpret physically, but the solid

lines in the parameter space plots, corresponding to T = TI and T = TII, allow us to state

two necessary but not sufficient conditions that have clearer physical interpretations.

From Eq.(4.39), Eq.(4.41), and Eq.(4.43), we can show that Tc < TI, TII. Thus, a necessary

condition for the achievement of the fully-correct assembly regime is that T < TI and

T < TII. Using Eq.(4.41) and Eq.(4.43) to translate the T < TI and T < TII inequalities into

physical limits on volume and particle number, we find that they correspond, respectively,
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to

NV <
√

2 λ3
0 eβ(E0+∆), (4.45)

and

2N < eβ∆. (4.46)

where, consistent with the N � 1 limit, we dropped the O(N−1) term in Eq.(4.41). In Fig.

4.6a, Eq.(4.45) and Eq.(4.46) are satisfied when a system exists to the right of the T = TI

line and above the T = TII line. In Fig. 4.6b, Eq.(4.45) and Eq.(4.46) are satisfied when

a system exists to the left of the T = TI line and below the T = TII line. Since the fully-

correct assembly region exists within these limits in both figures, Eq.(4.45) and Eq.(4.46) are

necessary but not sufficient conditions for fully-correct assembly. Also, although they both

contain the parameter N, Eq.(4.45) and Eq.(4.46) are independent of one another. Using

Eq.(4.46) to eliminate N from Eq.(4.45) results in an inequality for V which is sufficient but

not necessary for the achievement of full-correct assembly. So, to only consider necessary

conditions for fully-correct assembly, we consider Eq.(4.45) and Eq.(4.46) separately.

A system only satisfies Eq.(4.45) if it has binding energies E0 and ∆ which are strong

enough for all 2N monomers to find and bind to one another in the volume V. We thus

term Eq.(4.45) a “search-limiting" condition for the dimer system. A system only satis-

fies Eq.(4.46) if it has an energy advantage ∆ which is strong enough that the completely

correct configuration of dimers is thermodynamically preferred over all the other combina-

torially more numerous incorrect configurations. We thus term Eq.(4.46) a “combinatorics-

limiting" condition.

We can think of Type I systems as being “search-limited" since in such systems ∆ is

sufficiently large that correct dimers can overcome their combinatorial disadvantage, and,

therefore, the primary limiting factor in creating correct dimers is the ability of the relevant

monomers to find one another, i.e., satisfying Eq.(4.45). Similarly, we can think of Type II

systems as being “combinatorics-limited" since in such systems E0 is sufficiently large that

monomers can find one another, and the primary limiting factor in creating correct dimers

is the need to overcome their combinatorial disadvantage, i.e., satisfying Eq.(4.46).
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It may seem strange that the inequality Eq.(4.45) is said to define the search-limits

of dimer assembly and yet it makes no reference to the number density of the system.

Shouldn’t high number density be a requirement for monomers to be able to find one

another in their volume? The answer depends on the properties of the monomers com-

prising the system. Number density is mainly relevant if the dimers formed from asso-

ciating monomers are all identical, and the monomers exist in multiple copies which are

uniformly distributed in the constituent volume. In such cases, dimerization occurs if the

monomers can find one another, and since the reactants are uniformly distributed through-

out their volume, the only factor constraining whether they are able to find one another is

how many of these monomers are in a particular region of their larger space. Thus, only

density is relevant.

But for our dimer model, each of the 2N monomers exists as a single-copy, and all

of the dimers are distinct. In order for the system to assume the fully-correct assembly

regime, each monomer must ignore the 2N − 2 other monomers that are not its optimal

binding partner and find the optimal partner in the volume V. Increasing the number

of distinct monomers makes a successful search less likely since there are more spurious

potential binding partners, as does increasing the system volume since there is a larger

space to search within. Therefore, both N and V should have upper limit constraints.

However, why is it their product NV that has an upper limit constraint given in Eq.(4.45)?

One answer is that particle number and volume are not independently constrained for a

successful search. For example, a large volume and a small number of particles is just as

harmful to a successful search as is a small volume and a large number of particles; in both

cases a monomer still has to wade through a large number of various states—defined by

possible position states or potential monomer binding partners—before it finds its opti-

mal partner. Therefore the search limits on particle number become more stringent as the

volume increases as do the search limits on volume when the particle number increases.

Thus, it is their product which is constrained.
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4.5.2 Limits of Type I System

According to Eq.(4.44) we categorized a dimer system as Type I or Type II contingent on

how close Tc was to either TI or TII. This definition was necessarily approximate since the

distinction between these two system types is a qualitative one which smoothly disappears

as our system moves closer to the TI = TII lines in Fig. 4.6a and Fig. 4.6b. But because of

how TI and TII relate to one another in the two system types, we can rephrase the definition

without explicit reference to how either relates to Tc.

When TI and TII are not approximately equal, the critical temperature Tc ends up being

well approximated by the lower of the two values as is seen in Fig. 4.5a and Fig. 4.5c. For

Type I systems, the lower value is always TI and for Type II systems the lower value is TII.

Therefore, another way to define the system types is as

System Type =


Type I for TI < TII,

Type II for TI > TII.
(4.47)

where this definition is only unambiguous if TI and TII are not approximately equal. It is

this phrase “not approximately equal" that makes this alternative definition, like the origi-

nal definition Eq.(4.44) a qualitative one. However, this definition can be used as a guide to

write a necessary but not sufficient condition for whether a system is of a particular type.

Eq.(4.47) states that in order for a system to be of Type I, we must have TI < TII. This

inequality alone is a necessary but not sufficient condition for the system to be of Type

I. For example, Fig. 4.5 satisfies TI < TII, but its system type is ambiguous. Still, we can

consider how this condition constrains the parameter space for this system. We rewrite this

inequality in terms of a limit on the number of distinct monomers in the system. Using

Eq.(4.41) and Eq.(4.43) in TI < TII and noting that, by the monotonicity property of the

Lambert W function, if W0(X) > k, then X > kek, we can show that TI < TII implies

2N < exp
[

3∆
2E0

W0

(
E0

3EV

)]
. (4.48)

Eq.(4.48) corresponds to the region in Fig. 4.6b that is below the TI = TII line. Thus, if
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a dimer system can be categorized as Type I, then the number of distinct monomers it

contains must satisfy Eq.(4.48).

Eq.(4.48) is equivalent to a bare statement of the TI < TII condition. However, unlike

the TI < TII condition, it presents constraints on 2N in terms of a closed-form expression

and is thus easier to interpret. Taking ∆ � E0 in Eq.(4.48), leads to a lower limit on the

number of particles in the system. This makes sense because a smaller energy advantage

for correct contacts means the system must have a smaller number of distinct monomers

in order to avoid the prevalence of incorrect contacts which would push the system to be

Type II. For large volumes V, Eq.(4.48) indicates that the maximum value of 2N becomes

proportionally larger. This result is consistent with the fact that increasing N decreases TII:

Since it is the positive difference between TI and TII that leads a system to be characterized

as Type I, a decrease in TI through an increase in V, can be paired with a decrease in TII

through an increase in N, with the system still maintaining its type. It is true that increasing

N also decreases TI, but because W0(x) varies more slowly than ln(x) this decrease occurs

more slowly than the corresponding decrease in TII.

Eq.(4.48) is as a conceptually and analytically simple criteria for determining whether

a dimer-system can be categorized as Type I. Satisfying Eq.(4.48) does not guarantee that

the system is Type I, but failing to satisfy it guarantees that the system is not Type I. In the

next section, we will use this criteria to determine whether various biomolecular systems

have biophysical properties consistent with those of Type I dimer systems.

4.6 Biomolecular Systems

In this section we consider three systems whose properties approximately match the as-

sumptions which underly the non-gendered or the gendered dimer models, the latter of

which is outlined in Appendix D: The assembly of ssDNA into dsDNA, the specific and

non-specific interactions between transcription factors and DNA, and the dimerization of

distinguishable monomeric proteins into dimers (Fig. 4.1).

There are some important differences between the assumptions underlying the model

and the properties of these real systems.
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First, we assumed that each monomer species exists in a single copy in the system.

This assumption clearly does not mirror the properties of real biomolecular systems which

often have multiple copies, with different copy numbers, for important biomolecules. We

take our model to approximate the behavior of systems with many different monomers

but where the copy-numbers of each monomer are sufficiently similar and are uniformly

distributed that we can consider a small region of the system to have a single-copy of each

monomer type. In Sec. 4.8 we will state a formulation of the non-gendered problem which

better takes into account differences in particle number and will mention issues relevant

to the solution.

Second, in developing the dimer model, we have employed the dilute-solution approx-

imation throughout in which the monomers and dimers are presumed to be point-like and

non-interacting. But, in real biomolecular systems, one would expect volume exclusion

and intermolecular interactions to lead to deviations from ideal behavior. In Sec. 4.8 we

will comment on how we can make up for this limitation by extending the model, but for

the current analysis we just acknowledge that the model only approximates the interaction

properties of the monomers and dimers in the proposed real systems.

Third, our model uses only two parameters to define the binding energy matrix of 2N

distinct monomers, whereas actual systems of distinct interacting proteins or strands of

DNA would have more complicated binding interactions even if such interactions could

be cleanly divided into correct and incorrect bindings. Consequently, in order to frame the

properties of biomolecular systems in terms of model parameters, we use average energy

scales representative of the systems of interest as approximations for E0 and ∆.

Finally, in real biomolecular dimer systems, there are often rotational and vibrational

contributions to entropy (Finkelstein and Janin, 1989) which, in a more complete theoret-

ical treatment, would have been accounted for in our dimer partition function Eq.(4.9).

Because our model only takes into account the translational entropy of the dimers, when

given biophysical data on binding free energies, we will take E0 and E0 + ∆ to be ap-

proximated by the provided binding free energies minus an estimated translational en-

tropy contribution to those free energies. In this sense, the binding energy parameters of
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our model are “effective" binding energies obtained by averaging over the various unac-

counted for internal microstates of the dimer, but are not directly associated with a mea-

surable quantity. Carefully incorporating rotational and vibrational contributions into the

partition function Eq.(4.9) would lead to equilibrium conditions with different tempera-

ture dependences than those in Eq.(4.27) and Eq.(4.28), and thus different conditions for

Type I and Type II dimer systems. Thus taking E0 and E0 + ∆ to approximate these unac-

counted for entropies amounts to an additional approximation in which we are ignoring

the temperature dependence of these entropies. All binding energy calculations are found

in the Supplementary Code.

In the subsequent sections, we will have two main goals: First, to use Eq.(4.45), Eq.(4.46),

and estimates of biophysical parameters for various biomolecular systems to determine

how the diversity of monomers in the system would need to be constrained in order for

fully-correct assembly to be accessible at physiological temperatures. Second, to deter-

mine whether the system is a Type I (search-limited) or Type II (combinatorics-limited)

dimer system, and thus whether partially dimerized systems are dominated by correct

contacts in these systems. Completing the first goal provides us with the information for

the second goal: According to Fig. 4.6b, if a system satisfies Eq.(4.46) but not Eq.(4.45),

then the system is of Type I, but if a system satisfies Eq.(4.45) but not Eq.(4.46) then the

system is of Type II. We will also use Eq.(4.48) to affirm these system categorizations.

4.6.1 ssDNA-ssDNA interactions

Within a cell, dsDNA never spontaneously separates into ssDNA, but in polymerase chain

reactions (PCR), solutions containing copies of a single dsDNA sequence are heated to

high enough temperatures that the strands can separate. In a prepared system, consider

having, instead of multiple copies of a single sequence of dsDNA as in PCR, N different

sequences of dsDNA which, when heated to high enough temperatures, separate into N

ssDNA segments and N associated complementary segments (Fig. 4.1a).
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This system is contrived from a biological perspective but provides a simple play-

ground in which to study the predictions of the dimer model. What insights do the physi-

cal properties of the non-gendered dimer model provide for such a system of ssDNA and

dsDNA? One relevant question is whether such a system is a Type I or a Type II dimer

system.

Take a single ssDNA segment to have 20-nucleotide bases, a length which is within the

range of standard lengths of primers in a typical PCR (Innis and Gelfand, 1999). In the

language of the model, each αk for k = 1, . . . , N, represents one ssDNA fragment and αN+k

represents the corresponding complementary fragment. Because each αk is presumed dis-

tinct, we require that none of the ssDNA is self-complementary, and hence each is distinct

from its complementary strand. We will assume binding occurs in an all-or-nothing fash-

ion and that the bubbles that exist in real strands (Fei and Ha, 2013) are not present. The

reaction equation for this system is

ssDNAk + ssDNAcomp,k −⇀↽− dsDNAk (4.49)

where k = 1, . . . , N.

Since only complementary ssDNA fragments can form dsDNA, there is no binding

energy favorability between non-complementary ssDNAs, and so we can take E0 = 0.

From this condition alone, Fig. 4.6a suggests that such a system of interacting ssDNA is

trivially of Type I, since a non-zero value of ∆ and a zero value of E0 would place the

system well above the TI = TII line.

Still, we can consider what estimates for binding energies imply about the number of

distinct ssDNA that can exist in such a system. A representative binding free energy be-

tween complementary strands was found as follows: We randomly generated 106 20-base

sequences of ssDNA (where the bases A, G, T, and C were equally probable), computed

the binding free energy for each with its corresponding complement, and averaged over all

free energies . We used an experimentally calibrated and cross-referenced formula given

in (SantaLucia, 1998) to compute these free energies and assumed a 50 mM Na+ surround-

ing solution (see Supplementary Code for implementation details). From these free energies
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we we able to estimate a binding energy parameter of ∆ ' 31.5 kcal/mol. From the fact

that a nucleotide base pair has a mass of about 650 daltons, we can take the mass of a 20-

base ssDNA to be m0 = 6.5 kDa (Metzler, 2001). We take our system to be at temperature

T = 310.15 K.

With these parameters Eq.(4.45) and Eq.(4.46) yield, respectively,

(NV)max = 4.2× 104 µm3, (2N)max = 1.6× 1022, (4.50)

Since a 20-base pair ssDNA can have at most 420 ∼ 1012 distinct sequences, the combi-

natorial condition on (N)max is automatically satisfied, and it is thus the search condi-

tion (NV)max which limits the achievement of fully-correct assembly in this conjectured

system. Moreover, taking E0 → 0 in the necessary condition Eq.(4.48), yields 2N <

exp(∆/2E0) ∼ exp(1013) which is practically infinite and more than satisfied for the pos-

sible values of N in the system. Therefore, this system is indeed of Type I, and is a search-

limited dimer system.

4.6.2 Transcription factor-DNA Interactions

Transcription factors (TFs) are proteins that bind to DNA and regulate a gene’s transcrip-

tion into mRNA and thus how much protein is produced from that gene (Alberts et al.,

2013). Given their importance in gene regulation networks and the specificity of their

functions, TFs must attach to precise regions of DNA which they select out of a combina-

torial sea of other binding regions (Fig. 4.1b). A TF finding its intended DNA target is said

to bind to it “specifically" while bindings to all other targets are considered “non-specific"

(Jen-Jacobson, 1997).

Let’s say we have N different TFs in a system together with their corresponding N

DNA binding sites. The association and dissociation reaction for this system can be written

as

TFk + DNA` −⇀↽− (TF-DNA)k` (4.51)
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where k, ` = 1, . . . , N. We want to use the biophysical parameters defining TF-DNA sys-

tems to consider what our model states about the diversity constraints of these systems.

First, a system of interacting TFs and DNA sites is gendered because there are two types of

interacting units and because we take the interactions to occur between respective mem-

bers of the two types rather than within the same type. Also, since the DNA strand is fixed

relative to the TFs, the system is more like a system of free monomers interacting with

fixed binding sites rather than a system of dimer forming monomers. Consequently, the

reduced mass µ of the dimers becomes the mass of the motile monomer (i.e., the mass of

the TF), and the qualitative picture we associate with the system is more akin to Fig. D.2

than to Fig. D.1 in Appendix D.

In (Jen-Jacobson, 1997), Jacobsen lists 12 proteins (including endonucleases, repressors,

and activators) with their respective protein-DNA association constants for specific and

non-specific contacts under various conditions. Converting these association constants

to binding free energies, and subtracting translational entropies to estimate our binding

energy parameters E0 and ∆, we find E0 ' 22.9 kcal/mol and ∆ ' 6.4 kcal/mol. We take

the mass of a transcription factor monomer to be mTF ' 64 kDa, a typical protein mass

(Milo and Phillips, 2015), and we take T = 310.15 K.

From these parameter values, we find that gendered analogs of Eq.(4.45) and Eq.(4.46)

(given in Eq.(D.27) and Eq.(D.28), respectively) yield

(NV)max = 2.7 µm3, (N)max = 3.2× 104. (4.52)

Both of these results establish limits on the maximum diversity of TFs needed for fully-

correct assembly to be achievable at physiological temperatures, but the condition that es-

tablishes more stringent limits for a particular volume is what ultimately defines whether

the system is of Type I or Type II. The authors of (Pérez-Rueda and Collado-Vides, 2000)

estimate that there are about N = 3× 102 different TFs in E. coli, a value which, for the E.

coli volume 1µm3, satisfies (Nmax) but not (NV)max. Thus, the (NV)max limit, derived from

T < TI, establishes the stronger limit on TF diversity for a 1 µm3 volume system, and we

can conclude that this system is a Type I, or search-limited, dimer system. Moreover, given
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our parameter values, we find that the gendered analog of Eq.(4.48) (given in Eq.(D.29))

yields N . 105, which is well satisfied for the estimate N ∼ 103, and thus such a system

satisfies the necessary condition to be of Type I.

The fact that (N)max is satisfied but not (NV)max additionally means that the system is

located below the T = TII line in a plot like Fig. 4.6b, and thus the binding energies for the

system are large enough that, at equilibrium, most of the TF-DNA bindings are correct (i.e.,

specific) bindings. Such a claim might seem strange given what is known about how TFs

bind to DNA. TFs find their correct bindings sites through a two part process in which they

first bind non-specifically to DNA and then slide along the DNA molecule. In the process

of searching for its specific binding site, the TF spends most of its time non-specifically

bound to DNA (Hippel and Berg, 1989). This fact seems to contradict our claim that a TF-

DNA system is dominated by specific rather than non-specific contacts. However, the TF’s

search for its correct binding site is a decidedly non-equilibrium process while our result is

an equilibrium one. What our result suggests is that if the relaxation to equilibrium was not

for whatever reason too slow for cellular function, TFs would still have sufficiently strong

binding to their specific sites that they could successfully wade through the combinatorial

sea of incorrect binding sites and find their correct ones. In other words, although real TF-

DNA systems have evolved to not make use of equilibrium self-assembly, their biophysical

properties appear to still afford them the ability to do so.

4.6.3 Protein-Protein Interactions

Although proteins are the ostensible conclusion of the central dogma of molecular biology,

the basic unit of life is much more complex than a bag of freely diffusing proteins (Alberts,

1998). Cells have highly organized internal structures with some proteins existing freely

within the cramped environment of the cytoplasm while other proteins function alongside

organelles in complex-machine like interaction networks necessary for cellular metabolism

or replication. But, while a “bag of proteins" is not a faithful metaphor of the cell, it still

serves as a useful model for studying the constraints of protein-protein interactions.
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Say we have a solution of 2N distinct monomeric proteins each of which, through a

functional interaction, typically forms a heterodimer (and has the lowest binding energy)

with one other protein, but also has the ability to bind to the other proteins through non-

functional interactions (Fig. 4.1c). In terms of the dimer model, functional interactions

correspond to correct dimers and non-functional interactions correspond incorrect dimers.

Whether a non-gendered or a gendered dimer model is more appropriate when describing

proteins depends on the interaction properties of the proteins involved. However, the two

classes of models have sufficiently similar quantitative properties that we can choose the

non-gendered model as representative of both. The reaction equation for such a (non-

gendered) system would be

proteink + protein`
−⇀↽− (protein-protein)k` (4.53)

where k, ` = 1, . . . , N.

We consider again the question we asked for the previous biophysical systems: Given

the approximate range of binding energies for protein dimers, are such protein-protein

interactions systems of Type I or Type II?

The authors of (Kastritis et al., 2011) provide a downloadable protein-protein interac-

tion data set consisting of a diverse collection of 144 protein complexes including anti-

body/inhibitor, enzyme/inhibitor, and G protein complexes. From this data set we can

estimate an average binding free energy for functional (i.e., correct) protein complexes.

An estimate of the binding free energy for non-functional complexes (i.e., incorrect pro-

tein interactions) is provided in (Zhang, Maslov, and Shakhnovich, 2008) by comparing

the results of Yeast 2-Hybrid experiments across two data sets. Extracting our binding en-

ergy parameters E0 and ∆ from these data sets, we find E0 ' 18.9 kcal/mol and ∆ ' 7.7

kcal/mol. We will take the mass of a monomer in this system to be the typical protein mass

m0 ' 64 kDa (Milo and Phillips, 2015), and we assume a system temperature of T = 310.15

K.
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With these parameter values, Eq.(4.45) and Eq.(4.46) give us, respectively,

(NV)max = 4.7× 10−1 µm3 , (2N)max = 2.7× 105, (4.54)

indicating that for a volume of 1 µm3, the search-limiting constraint Eq.(4.45) provides a

stronger limit on the number of different proteins in the system. Estimates of the number

of different proteins in E. coli put the number to be on order of N ∼ 103 (Soufi et al.,

2015; Corbin et al., 2003), a result which satisfies the (N)max condition but not the (NV)max

condition. Given the calculated parameter values, we can check that N ∼ 103 is more than

three orders of magnitude less than the maximum computed from Eq.(4.48), and thus this

system indeed satisfies the necessary condition to be of Type I. Therefore, like systems of

interacting TFs and DNA sites, systems of interacting proteins in an E. coli volume appear

to be Type I, search-limited, dimer systems and thus have functional binding energies

which are strong enough to overcome the combinatorial disadvantage of correct contacts

at physiological temperatures.

Actual protein-protein interaction systems have numerous features not present in the

model. Aside from the fact that proteins exist in multiple copies in real cells, we know that

not all protein dimers are heterodimers (or even interact most strongly as heterodimers

(Lukatsky, Zeldovich, and Shakhnovich, 2006)); not all protein dimers can spontaneously

dissociate into their constituent monomers (e.g., HIV-1 reverse transcriptase); not all con-

stituent monomers are stable by themselves (Nooren and Thornton, 2003); and not all pro-

teins form dimers since many protein complexes important to cellular function (e.g., lac

repressor) contain more than two constituent proteins.

But working within the constraints of the model, the fact that the estimated diversity

of proteins in E. coli is much lower than (N)max suggests that these protein systems have

energy advantages for correct contacts that are larger than what would be marginally nec-

essary to privilege those correct contacts in an equilibrium system. This result is not sur-

prising for the same reason that the TF-DNA results were not surprising; we know from

the dynamics of TF-DNA interactions that cells do not only seek to optimize the fraction of

their proteins in the so-called correct contacts, but also seek to minimize the time it takes to
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System Nreal (NV)max (µm3) (2N)max RHS of Eq.(4.48)
ssDNA-ssDNA ∼ 1012 ∼ 104 ∼ 1022 ∼ exp(1013)
TF-DNA ∼ 102 ∼ 1 ∼ 104 ∼ 105

protein-protein ∼ 103 ∼ 10−1 ∼ 105 ∼ 107

TABLE 4.1: The limits Eq.(4.45), Eq.(4.46), and Eq.(4.48) for various biomolecular systems
at T = 310.15 K. The ssDNA has 20 bases. Because TF-DNA interactions constitute a gen-
dered dimer system, we used Eq.(D.27), Eq.(D.28), and Eq.(D.29) to compute the relevant
quantities in the TF-DNA row. In calculating Eq.(4.48) (or Eq.(D.29)), we assumed a volume
V = 1 µm3. The fourth column contains real upper limits on the monomer diversity of the
associated systems. We see that although the values of Nreal exist below (N)max for each
biomolecular system, Nreal exceeds (NV)max for a volume of 1 µm3. Together, these two
comparisons indicate that all of these systems are Type I (i.e., search-limited) dimer systems
for a volume of 1 µm3. Further affirming this label is that Nreal satisfies the Type I neces-
sary condition Eq.(4.48) for each system. Therefore, these biomolecular systems would have

equilibrium curves for 〈k〉 and 〈m〉more akin to Fig. 4.5a than to Fig. 4.5b or Fig. 4.5c.

find such contacts (Hippel and Berg, 1989), and such minimization would likely provide

stronger constraints than the equilibrium ones derived here.

4.7 Discussion and Interpretation

This work has five main analytical results: The exact partition function for dimer assembly,

Eq.(4.15); the associated equilibrium conditions, Eq.(4.27) and Eq.(4.28); the temperature

condition for fully-correct assembly, Eq.(4.39); the analytical definition of the two differ-

ent system types, Eq.(4.44); the necessary but not sufficient inequalities for fully-correct

assembly, Eq.(4.45) and Eq.(4.46); the necessary but not sufficient condition for the system

to be of Type I, Eq.(4.48).

The final two results allow us to qualitatively characterize two different system types.

Contingent on a dimer system’s binding energy, particle number, and volume parameters

it can be categorized as Type I/search-limited, Type II/combinatorics-limited, or inde-

terminate. In search-limited systems, the energy advantage for correct contacts is large

enough to overcome the combinatorial disadvantage of such contacts, and the achieve-

ment of the fully-correct assembly regime is more constrained by the ability of the correct

monomers to find one another in their surrounding volume. In combinatorics-limited sys-

tems, the opposite is the case with binding energies being large enough for the monomers
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to find one another, and achieving fully-correct assembly more constrained by the ability

of the correct dimers to overcome their combinatorial disadvantage. Indeterminate sys-

tems have properties that cannot be cleanly distinguished as being either search-limited or

combinatorics-limited.

In terms of their binding trends, the qualitative difference between the two main types

is that search-limited systems can be partially dimerized with most of their dimers consist-

ing of correct contacts (Fig. 4.5a), but, when combinatorics-limited systems are partially

dimerized, most of the dimers consist of incorrect contacts (Fig. 4.5c). Thus being able to

categorize a dimer system as either Type I or II allows us to determine whether there can

be mostly correct dimers in the system when the monomers are only partially dimerized.

Applying these results to the biophysical systems that motivated the model (Fig. 4.1)–

and after listing numerous caveats–we found that all such systems appear to be search-

limited systems (Table 4.1). Per our previous discussion, this means that the fully-correct

assembly regime in these systems is more constrained by the ability of monomers to find

one another in their constituent volumes than by the need to overcome the combinatorial

disadvantage of correct dimers, and that these systems are capable of having partially-

dimerized states that are dominated by correct contacts.

The latter result might appear obvious: Of course we should expect biomolecular sys-

tems in which functional interactions can be defined would exhibit binding energies that

privilege those functional interactions over competing ones. However, in most biophys-

ical analyses of non-functional interactions (e.g., (johnson2010nonspecific; Deeds et al.,

2007; Zhang, Maslov, and Shakhnovich, 2008)) emphasis is placed on how binding ener-

gies must be large enough to out compete non-functional interactions, and there is rarely

any mention of how system size (in terms of volume) affects correct binding. But the inter-

pretation behind the search-limiting condition Eq.(4.45) is that system size also constrains

the ability of monomers to find one another and is just as relevant as binding energies in

limiting non-functional interactions.

This interpretation leads us to a second interesting result: Eq.(4.45) indicates that in
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achieving the fully-correct assembly regime, it is the product of particle number and vol-

ume, rather than their ratio encoded in density, that is constrained. This result reflects the

fact that each of the monomers in a dimer system must find its optimal binding partner in

the constituent volume, a task which is more difficult when said volume is large. This is

because the quantity 2N serves two roles in this model; it defines the number of monomers

in the system, but, since each monomer is distinct, it also defines the number of monomer

species. Thus increasing N increases the density of the system, leading to more interac-

tions between monomers for a given volume, but it also increases the number of different

interacting monomer types and makes it more difficult for a single monomer to find its

one other optimal binding partner. Similarly, increasing the volume V increases the num-

ber of position states a monomer must search through to find its optimal binding partner

and makes such a search more difficult. Importantly, these effects are not independent.

Eq.(4.45) indicates that the search-condition can be violated just as well for a large number

of different monomers in a small volume as for a small number of monomers in a large

volume. The “Dance Hall problem" discussed in Sec. 4.2.2 is useful in lending an intuitive

picture to the competing relevance of N and V in achieving fully-correct assembly: It is

easiest for a person to reach his or her original dance partner if both the number of other

dancers and the volume of the hall is small. Increase either one and the task of reaching

one’s partner becomes more difficult.

4.8 Limitations and Extensions

To simplify our study of dimer self-assembly, we made a number of assumptions which

limited the generality of the model and which thus point to ways to extend it.

First, we assumed that there was only a single-copy of each unique monomer in the

system. This assumption greatly simplifies the combinatorial problem at the heart of

the model, but does not match the properties of real biomolecular systems which almost

always have many different monomer species each with a particular number of copies.

However, one could consider a system where monomer species occur in multiple copies,

but for which all monomers have the same copy-number. If these copies are uniformly
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distributed throughout the system, then for a small region, one can take the equilibrium

dynamics of the system to be defined by the consideration of only a single copy of each

species.

To move beyond such a heuristic argument would require a more general formula-

tion of the problem. For example, the non-gendered model should include 2N unique

monomers α1, . . . , α2N where an αk monomer has nk copies in the system. For this more

general system, one would need to determine the best way to model interactions between

the same species and also how to consider mismatches between the number of possible

correct partners and the number of available monomers in the system. Currently, it is not

clear what is the best route towards attacking this more general problem.

For tractability, we did not give the monomers and dimers any sub-structure and in-

stead defined their translational thermodynamics merely by the standard ideal-gas parti-

tion function Eq.(4.6). In protein systems, for example, we should expect the monomers

and dimers to have non-zero moments of inertia and the dimers to have vibrational proper-

ties, facts we can incorporate into the preliminary partition function Eq.(4.9) by correcting

the quantities raised to the power of k and m with the appropriate rotational and vibra-

tional partition functions. The principal effect of these contributions would be to give

stronger temperature dependences to 〈k〉 and 〈m〉. For example, taking the monomers to

be spherical and the dimers to be vibration-less linear molecules with moments of inertia

I, the factor of λ3
0/V ∼ T−3/2 in Eq.(4.27) would be replaced with

λ3
0Θ/VT ∼ T−5/2, (4.55)

where Θ = h̄2/2IkB. It is apparent that for protein systems such incorporations are im-

portant because rotational and vibrational contributions to entropy have non-negligible

contributions to the “price of lost freedom" (Finkelstein and Janin, 1989) experienced by

monomers when they associate into dimers. However, it is not clear whether these incor-

porations would remove the sharp fall off in 〈m〉 exhibited by Type II systems.

Also, by giving the monomers and the dimers partition functions of the form V/λ3
0,

we assumed that they were dimensionless particles which did not interact outside of their
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bindings. Such an assumption is not correct for the aqueous, and often crowded, solutions

in which biomolecules actually reside (Fulton, 1982). Thus, for better correspondence with

real systems, we should incorporate volume exclusion and interparticle interactions into

the model by replacing the ideal gas partition function Eq.(4.6) with the appropriate first-

order terms in a Virial expansion (Kardar, 2007c).

Two other limitations of the model concern length and time scales. Although the dimer

model was able to capture some of the combinatorial properties of self-assembly, more

often (as in the case of protein capsid or bilayer membrane assembly) the phrase “self-

assembly" refers to the spontaneous construction of macromolecular structures that are

much larger than their constituent parts (Israelachvili, Mitchell, and Ninham, 1976). Thus,

generalizations of this model that seek to provide more insight into the statistical physics

constraints of self-assembly would need to incorporate self-assembly on a hierarchy of

scales without sacrificing the precision of the statistical physics treatment.

Second, since systems exhibiting self-assembly evolve towards equilibrium (rather than

being perennially perched there), a mathematical model of the non-equilibrium properties

of this dimer system would make a more useful archetype of self-assembly. Simulations

are a good first step in this direction as long as they properly model the transition-state

properties of assembly. To produce the simulations shown in Fig. 4.5, we started all of our

systems in the low-entropy microstate of all correct dimers and used a non-physical transi-

tion step in which dimers could switch constituent monomers without dissociating. These

unphysical choices were geared towards ensuring that our system efficiently explored the

state space over our chosen simulation times. However, a more faithful simulation of self-

assembly would have the system begin in a state of all monomers and would only allow

monomer dissociation and association as transition steps. Our preliminary attempts to

abide by these constraints reveal that for certain parameter regimes the system falls prey

to the common self-assembly problem of “kinetic traps" (Hagan, Elrad, and Jack, 2011) in

which even if the parameter space diagrams in Fig. 4.6 suggest that the system is in the

regime of fully-correct assembly, the system can remain, for long simulation times, in a

state of only partially-correct dimers. This kinetic trapping appears to be most prevalent
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in Type II/combinatorics-limited systems, and reasonably disappears as E0 → 0, suggest-

ing the Type I vs. Type II categorization can also be a qualitative categorization for the

likelihood of kinetic trapping, but a more precise analytical argument would be preferred

over these qualitative observations.

4.9 Concluding Statement

Motivated by the assembly of ssDNA into dsDNA, TF-DNA binding, and protein-protein

interactions, we built a statistical physics model in which systems of monomers can bind

together in correct or incorrect contacts. The model sought to explore how the energy ben-

efit of correct contacts must be balanced against their corresponding combinatorial penalty

in order for fully-correct assembly to still be possible. The value in exploring such a ques-

tion through statistical physics rather than through the law of mass action is that the finite-

ness of the partition function in statistical physics allows us to respect—and hence more

specifically account for—the finite-number combinatorial arrangements that are crucial in

determining the possibility of self-assembly.

103



Chapter 5

Conclusion

“When studying something new I often used to start in the middle, using some compli-

cated theory already developed by others. But often one sees further by starting with

the simplest questions and examples, because that makes it easier to understand the basic

problem and then perhaps to find a new approach to it.”

– Dusa McDuff, The Princeton Companion to Mathematics

5.1 Summary

In the preceding chapters, we presented three statistical physics models motivated by var-

ious properties of biomolecular systems. Here we summarize the models and their associ-

ated results before discussing extensions.

• In Chapter 2, we began by considering the protein-design problem, and from the

role permutations play in this problem, we proposed a model in which the state

space was isomorphic to the symmetric group. By taking an arbitrary microstate of

a thermal system to be~θ ∈ perm(ω1, . . . , ωN) and defining j = ∑N
i=1 Iθi 6=ωi , we found

that the mean-field energy function

EN(j) = λ1 j +
λ2

2N
j2, (5.1)
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yielded (in the N � 1 limit) the equilibrium order-parameter

〈j〉/N = 1− 1
βλ2

W0

(
βλ2

N
eβ(λ1+λ2)

)
, (5.2)

where W0 is the principal branch of the Lambert W function. What is significant

about Eq.(5.2) is its variety of thermal behavior despite its simple energy function;

the associated βλ1 vs. βλ2 phase plot exhibits five distinct parameter regimes, a

triple and quadruple point, and two transition temperatures.

• In Chapter 3, we replaced the mean-field energy function Eq.(5.1) with one defined

by quenched disorder and thereby built the basic theory of the "permutation glass."

For the same space of states as in Chapter 2, we defined the energy of the system as

HN ({θi}) =
N

∑
k=1

λk Iθk 6=ωk , (5.3)

where {λk} is the quenched distribution of energy-costs. Computing the partition

function and equilibrium conditions (in the N � 1) for this energy function, we

found that the order parameter 〈j〉 is constrained by

1
N

=
∫ ∞

−∞
dλ

ρ0(λ)

eβλ + 〈j〉
, (5.4)

where ρ0(λ) is the distribution of λ values from which the elements {λi} are drawn.

From Eq.(5.4), we then found that the 〈j〉 = 0 macrostate occurs at the temperature

kBTc = β−1
c , where

1
N

=
∫ ∞

−∞
dλ ρ0(λ)e−βcλ. (5.5)

Moreover, a necessary (but not sufficient) condition for the thermal equilibrium of

the system to be 〈j〉 = 0 was found to be

kBT < kBTc ≤
λ

ln N
, (5.6)

where λ is the average of the λ values over the distribution. From these results,
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we defined the permutation glass regime of the system as one in which 〈j〉 = 0 is

never thermodynamically accessible even though there exists temperatures T that

satisfy Eq.(5.6). Namely, for the permutation glass regime, there is no βc that satisfies

Eq.(5.5), even though λ > 0.

Even more simply, we found that a necessary (but not sufficient) condition for the

system to be able to access the 〈j〉 = 0 state is

Pλ<0 <
1
N

, (5.7)

where Pλ<0 ≡
∫ 0
−∞ dλ ρ0(λ). Namely, for 〈j〉 = 0 to be a thermodynamic state, the

probability of an energy benefit for an incorrectly-ordered component must be less

than the inverse of the number of components. Conversely, a sufficient (but not

necessary) condition to define a system as in the permutation glass regime is the

system satisfying Pλ<0 ≥ 1/N.

• In Chapter 4, we used the specific and non-specific interaction properties of pro-

tein and DNA molecules to introduce a model of dimer self-assembly. Given a sys-

tem with 2N monomers labeled α1, . . . , α2N where the monomers can exist as bound

dimers (αk, α`) or as monomers, we required each monomer to have a single correct

binding partner. The binding energies for these dimers were defined through

E(αk, α`) =


−(E0 + ∆) for |k− `| = N

−E0 otherwise.
(5.8)

The combinatorial properties of this model allowed us to write the associated parti-

tion function as an exact double integral from which we could analytically explore

the equilibrium conditions of the system. Ultimately, we found that the equilibrium

conditions were defined by the system of equations

4
√

2λ3
0

V
eβE0 =

〈k〉 − 〈m〉(1− e−β∆)

(N − 〈k〉)2 ,
eβ∆

2
= 〈m〉 N − 〈m〉(1− e−β∆)

〈k〉 − 〈m〉(1− e−β∆)
, (5.9)
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where λ0 is the de Broglie thermal wavelength of a monomer, and 〈k〉 and 〈m〉 are

the average number of dimers and average number of correct dimers, respectively.

Beginning from Eq.(5.9), we found that dimer systems come in two distinct types,

search-limited and combinatorics-limited, where, in the former, volume primarily

constrains the achievement of the completely-correct dimers configuration, and in

the latter combinatorics primarily constrains the completely-correct configuration. In

particular, a biophysical analysis suggested that real systems consisting of ssDNA-

ssDNA, protein-DNA, protein-protein interactions are all of the search-limited type.

The introduced models can be seen as particular examples of the intersection cited in

Fig. 1.1: They are unexplored exactly-solved models in statistical physics which are de-

fined by combinatorial questions but which have motivations extending from biomolecu-

lar contexts. One of the main purposes of this thesis was to show that one can find mathe-

matically and qualitatively interesting exactly-solved statistical physics models in biology,

and thus that biomolecular systems could be as fruitful of a context in which to find clean

and useful physics models as condensed-matter systems. Moreover, by introducing the

statistical physics of the symmetric group and the permutation glass to physics, we have

provided examples for how the utility relationship between biology and physics is not

only defined by the way the latter contributes to the former; the former, too, can contribute

to the latter.

In the rest of this conclusion, we outline additional problems related to the ones in this

thesis, problems which either are extensions of the frameworks we already introduced or

are consistent with the tri-pronged theme of being motivated by a biomolecular context,

made precise through combinatorics, and exactly-solvable.

5.2 Generalized Derangements

In Chapters 2 and 3, we studied models for which the state space consisted of permutations

of a list of components, precisely defined as (ω1, ω2, . . . , ωN). In these models, each type

of component in the component list occurred once. However, we could consider a more

general scenario in which the component ωk occurs nk times for k = 1, . . . , N. For such a
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state space, the total number of inequivalent rearrangements of the components would be

the multinomial
(n1 + n2 + · · ·+ nN)!

n1!n2! · · · nN !
. (5.10)

How would we construct a statistical physics in which the state space was defined by

the permutations of such a list with repeated components? In constructing the statistical

physics of the symmetric group, the key quantity in building our model (i.e., in going

from Eq.(2.7) to Eq.(2.11)) was the number of "derangements" of a list, that is the number

of ways to completely rearrange the components of a list so that no component coincides

with its original placement. For a list in which each component appears once, we found

that the number of derangements could be written as

dN =
∫ ∞

0
dx e−x(x− 1)N . (5.11)

What about for a list in which components ωk occurs nk times? In 1976 Gillis and Even

(Even and Gillis, 1976), worked out the mathematical expression for this problem and

found that the number of derangements was given by

Pn =
∫ ∞

0
dx e−x Ln1(x)Ln2(x) · · · LnN (x), (5.12)

where Lj is the jth Laguerre polynomial and n = (n1, . . . , nN). Eq.(5.12) is often termed the

"Generalized Derangement formula" because it contains Eq.(5.11) as a special case; if we

set nk = 1 for all k, then Eq.(5.12) reduces to Eq.(5.11). Now, using Eq.(5.12) to construct

a statistical physics of generalized derangements in a way analogous to the construction

presented in Chapter 2, we first pre-define a zero-energy arrangement of the components

and require that the system incur an energy cost of +λk whenever a component ωk is not

in this zeroth-energy arrangement. With this definition, one can show (see Appendix E.1)

that the partition function for the system is given by

Zn({βλk}) =
∫ ∞

0
dx e−x

N

∏
k=1

(
1− e−βλk

)nk
Lnk

(
x

1− eβλk

)
. (5.13)
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(A) (B)

FIGURE 5.1: (a) For the dimer system considered in Chapter 4, all incorrect dimers have one
binding energy and all correct dimers have another binding energy. (b) For the dimer sys-
tem defined by Eq.(5.14), the incorrect dimers have the binding energy −E0, but the correct
dimers have a spectrum of binding energies. Because of the spectrum of binding energies for
correct dimers, the system depicted by Fig. 5.1b is more general, but also more analytically

difficult to study.

Like the permutation glass partition function Eq.(3.3) in Chapter 3, Eq.(5.13) defines a sys-

tem of quenched-disorder where the disorder is encoded in the distribution of energy costs

{λk}. In analogy to the analysis in Chapter 3, we could define order parameters for this

system and attempt to understand under what parameter conditions the system settles

into its lowest energy configuration. Complicating the picture in this case is the multiplic-

ity of each component, a property which itself represents a sort of quenched disorder in

the system and which would have to be incorporated into the standard analysis presented

in Chapter 3.

5.3 Quenched Distribution for Dimer Self-Assembly

In Chapter 4, our goal was to analyze correct and incorrect interactions in a systems of

dimer-forming biomolecules. As a simplifying assumption, we took all correct interactions

to be defined by the same binding energy and all incorrect interactions to be defined by

a different binding energy. Clearly, however, the most general interaction scenario would

be defined by a 2N × 2N binding matrix where each of the 2N monomers has a bind-

ing energy unique to every other monomer. Working in the direction of the most general

problem, we consider the simpler case in which all incorrect interactions have the same

binding energy and each correct interaction has binding energies dependent on the par-

ticular interacting monomers. Specifically, say we have 2N monomers α1, . . . , α2N where
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each monomer can bind to any other monomer. If two α monomers come into contact (say

αi and αj where i < j) the two form a dimer with binding energy

E(αi, αj) =


−(E0 + ∆i) if j = i + N,

−E0 otherwise.
(5.14)

We note that E(αi, αj) = E(αj, αi). Eq.(5.14) differs from the binding energy profile Eq.(4.3)

in Chapter 4 in that the correct binding energies are parameterized by ∆i and thus there

is a distribution of correct binding energies instead of a single binding energy defining all

correct contacts (Fig. 5.1). From Eq.(5.14), we can work through a derivation similar to

that used to obtain Eq.(4.15) and find (see Appendix E.2) that the partition function for the

system is given by

ZN(V, T, E0, {∆k}) = c0,N

∫ ∞

0
dx dy

e−x−y
√

xy

∮
C

dz
z

BN(z)
N

∏
`=1

[
z x + δ y(η` + 2x− 1)

]
, (5.15)

where C is a closed contour around the origin in the complex plane,

c0,N =
(V/λ3

0)
2N

2πi
√

πΓ(N + 1/2)
, δ ≡ 2

√
2λ3

0
V

eβE0 , and η` = eβ∆` . (5.16)

and

BN(z) =
N + 1

2

∫ 1

0
dt
[(√

1− t +
√

t/z
)2N

+
(√

1− t−
√

t/z
)2N

]
. (5.17)

Although the partition function Eq.(5.15) is more general than Eq.(4.15), it is not clear

whether the additional insight gained into self-assembling dimer systems is worth the

additional analytical effort needed to study the more general case. Phrased differently,

does considering a distribution of correct energies rather than a single one bring us so

much closer to the properties of the motivating systems (of TF-DNA, ssDNA-ssDNA, and
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protein-protein interactions) that it is worth pursuing? In any case, regardless of the an-

swer to this question, since Eq.(5.14) represents a quenched-energy distribution, the prop-

erties of Eq.(5.15) might be of interests to at least mathematical physicists if not to bio-

physicists.

5.4 Particle Aggregation

Finally, if the ethos presented in this thesis (i.e., that molecular biology can contribute to

statistical physics) has any wider validity, we should be able to find biomolecular systems

distinct from those discussed in the previous chapters which can also be framed in terms

of combinatorial problems and which lead to exactly-solved statistical physics models. We

present one such system here.

In (Kindt, 2012), Kindt computationally studied the problem of aggregating monomers

by relating it to the number theoretic concept of partitions. In molecular biology, aggre-

gation refers to the process in which individual monomers bind together to form larger

structures, which are either functional or non-functional depending on the interaction and

monomer properties. In number theory, a partition of a number is a way of expressing

that number as a sum of smaller numbers. The relationship between aggregation and par-

titions is evident upon example. If a system has N particles, the number of different ways

these particles can aggregate together is given by the number of different partitions for the

number N (Fig. 5.2). Kindt used this relationship to computationally study aggregation.

However, since partitions have played such an important role in number theory for much

of the 20th century, it should be possible to use the methods developed in number theory

to study aggregation analytically.

We can build analytical models of aggregation based on the number-theoretic concept

of partitions as follows. The number of partitions p(N) of a number N can be expressed as

p(N) =
∞

∑
n1=0
· · ·

∞

∑
nN=0

δ

(
N,

N

∑
k=1

knk

)
, (5.18)
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FIGURE 5.2: Two questions and one answer. Asking "what are the number of partitions of
the number 5?" and "what are the number of possible aggregate configurations (ignoring

translational entropy) of 5 particles?" yields the same answer.

where δ is the Kronecker delta. There is a large literature of analytical results in which

p(N) is approximated for N � 1. The first and most famous of these approximations is

the Hardy-Ramanujan result (Hardy and Ramanujan, 1918), in which p(N) is written as a

contour integral and then evaluated with the method of steepest descent for N � 1:

p(N) =
1

2πi

∮
Γ

dz
zN+1

N

∏
k=1

1
1− zk '

1
4N
√

3
exp

(
π

√
2N
3

)
, (5.19)

where Γ is a closed-contour around the origin in the complex plane. Now, to connect these

results to physics we can envision a simple aggregation scenario. Say we have N identical

monomers which can form aggregates of any size from 2-particle aggregates to N-particle

aggregates. We say that a k-particle aggregate is formed with a binding energy −Ek, and

that each monomer in the aggregate has mass m0. Taking the system to comprise a volume

V and exist at a temperature T (see Fig. 5.3), we can write the partition function for this

system as

ZN({Ei}, V, T) =
∞

∑
n1=0
· · ·

∞

∑
nN=0

δ

(
N,

N

∑
k=1

knk

)
exp

(
−β

N

∑
i=1

Eini

)
N

∏
j=1

1
nj!

(
V
λ3

j

)nj

, (5.20)

where β = 1/kBT and λj = h/
√

2π jm0kBT is the de Broglie wavelength of a j-particle

aggregate. In Eq.(5.20), the first factor within the summation is the combinatorial factor

that leads to a count of the number of aggregates for an N particle system; the second
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FIGURE 5.3: Example microstate with aggregates of various size and in various copy num-
ber.

factor is the Boltzmann factor for a particular aggregate configuration; the third factor is the

net translational partition function for a particular aggregate configuration. Representing

Eq.(5.20) as a contour integral akin to the representation of p(N) in Eq.(5.19), we find (see

Appendix E.3) that the partition function becomes

ZN({Ei}, V, T) =
1

(2πi)N+1

∮
Γ

dw
wN+1

N

∏
k=1

∮
Γk

dzk
ezk

zk

(
1− wk Ve−βEk

λ3
k zk

)−1

. (5.21)

Eq.(5.21) is a complicated results but preliminary calculations suggest it is possible to find

corresponding equilibrium configurations using the same steepest descent methods used

to establish the approximation Eq.(5.19). Being able to find and solve such equilibrium

conditions would yield a statistical physics perspective on aggregation which might prove

more fruitful than the phenomenological perspective provided by law of mass action anal-

yses (e.g., such as those given in (Israelachvili, Mitchell, and Ninham, 1976)).

5.5 Final Remarks

The aforementioned models generalize the main results in the thesis and present a new

context in which the discussed techniques can be applied. The intention in this presen-

tation was to add further evidence to one of the motivating claims for this work: that
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FIGURE 5.4: General strategy for building combinatorial models of biomolecular systems.

there are interesting problems in the intersection between exactly-solved models and com-

binatorics that have been unexplored by physicists because the motivation for these prob-

lems existed in a place that physicists ordinarily do not look; namely in the study of

biomolecules.

A second motivation for this work stemmed from the desire to find a new archetype

for studying biomolecules. From considering the process that went into creating the pre-

sented models, we can abstract away a general strategy for building combinatorial models

of biomolecular systems. First, beginning with the biomolecular system of interest, we

generalize its properties of interest by listing the features shared by all systems of a similar

type. From these properties, we abstract a combinatorial problem whose solution forms

the basis for counting the number of microstates in the generalized system. We then use

the solution to this combinatorial problem to build a statistical physics model of the sys-

tem. If possible, we use this new model to gain a deeper understanding of the underlying

system of interest or at least a better understanding of some of its properties (See Fig. 5.4).

114



Chapter 5. Conclusion

We applied this strategy in our study of protein design, biomolecular dimers, and the

discussion of particle aggregation in this conclusion, and we can see it as a combinatorial

archetype in the physical modeling of biomolecular system in much the same way the

Ising model is used as an archetype in such systems. One main difference between the

two archetypes is in the microstate spaces they most conveniently model. While the Ising

model is useful in modeling systems with many independent and discretely valued state

spaces, the combinatorial archetype is useful in modeling systems in which the space of

states is drawn from the number of ways to reorder the elements in a set.

The hope is that the work in this thesis can serve as a collection of proof-of-concept

examples of studies according to this combinatorial strategy and will encourage further

study in these directions.
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Appendix A

From Protein Design to the

Symmetric Group, Derivations

A.1 Alternative Derivations of Eq.(2.36)

A.1.1 Hubbard-Stratonovich Approach

We re-derive Eq.(2.36) using the Hubbard-Stratonovich method. We start this derivation

assuming λ2 = −|λ2|; we will later see our resulting free energy can be analytically con-

tinued to the λ2 > 0 case.

For λ2 = −|λ2|, the partition function is

ZN(β; λ1, λ2) =
N

∑
j=0

gN(j)e−βλ1 j+β|λ2|j2/2N . (A.1)

Then, applying the identity

eβ|λ2|j2/2N =

√
N

2πβ|λ2|

∫ ∞

−∞
dx e−Nx2/2β|λ2|−jx, (A.2)

we have

ZN(β; λ1, λ2) =

√
N

2πβ|λ2|

∫ ∞

−∞
dx e−Nx2/2β|λ2|

N

∑
j=0

gN(j)e−j(βλ1+x)

=

√
N

2πβ|λ2|

∫ ∞

−∞
dx e−Nx2/2β|λ2|ZN(βλ1 + x), (A.3)
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where zN(x) ≡ ∑N
j=0 gN(j)e−jx. From Eq.(2.14) we found

zN(x) =
∫ ∞

0
ds e−s (1 + (s− 1)e−x)N . (A.4)

So Eq.(A.3) becomes

ZN(β; λ1, λ2) =

√
N

2πβ|λ2|

∫ ∞

0
ds
∫ ∞

−∞
dx
(

1 + (s− 1)e−βλ1−x
)N

e−s−Nx2/2β|λ2|. (A.5)

The function to which we apply steepest descent is then

h(s, x) = s +
Nx2

2β|λ2|
− N ln

(
1 + (s− 1)e−βλ1−x

)
. (A.6)

Computing the conditions for ∂sh(s = s, x = x) = 0 and ∂xh(s = s, x = x) = 0 we obtain,

respectively,

1− N
e−βλ1−x

1 + (s− 1)e−βλ1−x = 0 (A.7)

x
β|λ2|

+
(s− 1)e−βλ1−x

1 + (s− 1)e−βλ1−x = 0. (A.8)

Solving for s in the first equation we have

s = N + 1− eβλ1+x (A.9)

and with the second equation we have the condition

x
β|λ2|

= − 1
N
(s− 1). (A.10)

Substituting the second condition into the first yields

s− 1 = N − eβλ1−β|λ2|(s−1)/N , (A.11)

or

e−β|λ2|(s−1)/N = eβλ1 (N − (s− 1)) . (A.12)
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Thus, the solution for s can be expressed in terms of the Lambert W function as

s− 1
N

= 1 +
1

β|λ2|
W
(
−β|λ2|

N
eβλ1−β|λ2|

)
. (A.13)

For λ2 > 0, we can employ the complex version of the Hubbard-Stratonovich identity:

e−βλ2 j2/2N =

√
N

2πβλ2

∫ ∞

−∞
dx e−Nx2/2βλ2−ijx. (A.14)

Working through an analogous steepest descent procedure, we find that the equilibrium

value for s is
s− 1

N
= 1− 1

βλ2
W
(

βλ2

N
eβλ1+βλ2

)
≡ j

N
, (A.15)

which could have been extrapolated from Eq.(A.13) by taking |λ2| → −λ2. From this

expression for the equilibrium condition, and as an analogy with the non-interacting case,

it turns out the order parameter in this case is not s but rather s− 1.

A.1.2 Gibbs-Bogoliubov Inequality Derivation of Eq.(2.36)

We re-derive Eq.(2.36) using the Gibbs-Bogoliubov Inequality(Yeomans, 1992). The in-

equality is

F[H] ≤ F[H0] + 〈H −H0〉0. (A.16)

The Hamiltonian which defines our system is

H = λ1

N

∑
i=1

Iθi 6=ωi +
λ2

2N ∑
i,j

Iθi 6=ωi Iθj 6=ωj ≡ λ1 j +
λ2

2N
j2, (A.17)

and our variational Hamiltonian is instead

H0 = λ0

N

∑
i=1

Iθi 6=ωi = λ0 j. (A.18)

From Eq.(2.14) we know

F[H0] = −
1
β

ln ZN(βλ0) = −
1
β

ln
{∫ ∞

0
ds e−s

(
1 + (s− 1)e−βλ0

)N
}

. (A.19)
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We can also define

〈O(j)〉0,N =
N

∑
j=0
O(j) e−βλ0 j, (A.20)

as the average with respect to our variational Hamiltonian Eq.(A.18). Thus, Eq.(A.16) be-

comes

F[H] ≤ − 1
β

ln ZN(βλ0) + (λ1 − λ0)〈j〉0,N +
λ2

2N
〈j2〉0,N ≡ f (λ0) (A.21)

Differentiating f with respect to λ0 allows us to compute the maximum of this quantity.

Given 〈j〉0, N = −∂ ln ZN(βλ0)/∂(βλ0), we then find

f ′(λ0) = (λ1 − λ0)
∂

∂λ0
〈j〉0,N +

λ2

2N
∂

∂λ0
〈j2〉0,N , (A.22)

which if we take to be zero at some λ0 = λ0 gives us

0 = (λ1 − λ0)
∂

∂λ0
〈j〉0,N

∣∣∣
λ0=λ0

+
λ2

2N
∂

∂λ0
〈j2〉0,N

∣∣∣
λ0=λ0

. (A.23)

To compute these derivatives we make use of various identities. First we note

〈j2〉0,N =
1

ZN(βλ0)

∂2

∂(βλ0)2 ZN(βλ0), (A.24)

so

∂

∂(βλ0)
〈j〉0,N = − ∂2

∂(βλ0)2 ln ZN(βλ0)

= − 1
ZN(βλ0)

∂2

∂(βλ0)2 ZN(βλ0) +
1

ZN(βλ0)2

(
∂

∂(βλ0)
ZN(βλ0)

)2

= −〈j2〉0, N + 〈j〉20, N . (A.25)

This last equality implies

∂

∂(βλ0)
〈j2〉0,N = − ∂2〈j〉0,N

∂(βλ0)2 + 2〈j〉0,N
∂〈j〉0,N

∂(βλ0)
, (A.26)
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and so Eq.(A.23) becomes

0 =

[
λ1 − λ0 +

λ2

N
〈j〉0,N

]
∂

∂λ0
〈j〉0,N

∣∣∣
λ0=λ0

− λ2

2Nβ

∂2〈j〉0,N

∂λ2
0

∣∣∣
λ0=λ0

(A.27)

To compute these quantities we need to approximate the partition function for our varia-

tional system. Using the method of steepest descent

ZN(βλ0) =
∫ ∞

0
ds e−s

(
1 + (s− 1)e−βλ0

)N

=
√

2πN
(

N
eβλ0

)N

exp
(

eβλ0 − N − 1
) (

1 +O
(

N−1
))

, (A.28)

and so we have

〈j〉0,N = − ∂

∂(βλ0)
ln ZN(βλ0)

= N − eβλ0 +O
(

N−1
)

. (A.29)

Computing the relevant derivatives in Eq.(A.27) we find

0 =

[
λ1 − λ0 +

λ2

N
〈j〉0,N

] (
−eβλ0 +O

(
N−1

))
− λ2

2N

(
−eβλ0 +O

(
N−1

))
= 0

=

[
λ1 − λ0 +

λ2

N
〈j〉0,N −

λ2

2N

]
eβλ0 +O

(
N−1

)
(A.30)

Neglecting subleading terms of O(1/N) (a choice only valid for 〈j〉0,N � 1), solving for

λ0, and using Eq.(A.29) we then obtain the equilibrium constraint

eβλ1−βλ2/2N+βλ2〈j〉0,N/2N = N − 〈j〉0,N , (A.31)

which when solved for 〈j〉0,N/N gives us

〈j〉0,N/N = 1− 1
βλ2

W
(

βλ2

N
eβλ1+βλ2(1− 1

2N )
)

, (A.32)
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or, given our approximations and limiting expressions, the result

〈j〉0,N/N = 1− 1
βλ2

W
(

βλ2

N
eβλ1+βλ2

)
+O

(
N−1

)
. (A.33)

A.2 Monte-Carlo Procedure for Parameter Space

To generate Fig. 2.4, we implemented the following MC algorithm:

1. Uniformly sample two points for λ1 and λ2 separately from within a certain bounded

domain.

2. Draw the free energy curve Eq.(2.33) corresponding to the sampled values (λ1, λ2).

3. Label the curve according to which schematic curve in Fig. 2.3 it corresponds (i.e.,

according to its j0, j− and fN(N, β) properties).

4. Color the point to signify the label.

We repeated this procedure for 10, 000 points with β = 1. The regime separation lines were

included after the MC procedure from the analytic forms cited in the text.

A.3 Analytic Functions of Regime Boundaries

Order to Partial-Order Transition

The regime boundary which separates the ordered and the partially ordered regime is

defined by the condition j0 ≥ 0. For this regime boundary we have the condition

1− 1
βλ2

W0

(
βλ2

N
eβλ1+βλ2

)
≥ 0, (A.34)

or

W0

(
eβλ1

N
βλ2eβλ2

)
≥ βλ2. (A.35)

From a plot of W0(a xex)/x for real a, we see that W(axex)/x > 1 if a > 1 and W(axex)/x <

1 if a < 1. Thus this order to partial-order transition is defined by the condition eβλ1 /N =
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1, or

λ1 =
ln N

β
. (A.36)

Order to Order-Partial-Order Metastability Transition

The regime boundary which separates the ordered regime from the order and partial-order

metastability regime is defined by the condition −1 ≤ W < 0. This condition is where the

j0 and j− begin coexisting (Weisstein, 2002d), thus creating the mutual existence of a local

maxima and local minima in Fig. 2.3. Thus for this regime boundary we have the condition

− 1 ≤W
(

βλ2

N
eβλ1+βλ2

)
< 0, (A.37)

This condition is valid so long as the argument of W satisfies

− e−1 ≤ βλ2

N
eβλ1+βλ2 < 0. (A.38)

This inequality can only possibly be satisfied for λ2 < 0 and if λ2 < 0 the right inequality

is automatically true. So, our transition condition is given by

− N
e

e−βλ1 = βλ2eβλ2 . (A.39)

In the Order phase we automatically have βλ1 > ln N, so the LHS of Eq.(A.39) is greater

than or equal to −e−1. Moreover, since λ2 is exclusively negative, at βλ2 = ln N, βλ1 is at

a maximum value of βλ2 = −1. For βλ2 ≤ −1, the solution to Eq.(A.39) is then

λ2 =
1
β

W−1

(
−N

e
e−βλ1

)
. (A.40)

Order to Disorder Transition

The regime boundary which separates the partially ordered regime from the disordered

regime is defined by the condition j0 ≤ N − 1. We set the maximum value of j0 to N − 1

rather than N because Eq.(2.41) is associated with a free energy which diverges at j0 = N
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and this approximate result is thus only physical up to N − 1. Alternatively we could see

the maximum condition j0 = N − 1 as respecting the fact that Eq.(2.41) is only valid up to

O(N−1). For this regime boundary we have the condition

1− 1/N ≥ 1− 1
βλ2

W0

(
βλ2

N
eβλ1+βλ2

)
(A.41)

or
βλ2

N
≤W0

(
βλ2

N
eβλ2/Neβλ1−βλ2−βλ2/N

)
. (A.42)

Again, using the condition that W0(a xex)/x > 1 if a > 1, we find that the critical condition

for this transition is βλ1 + βλ2 − βλ2/N = 0 or

λ2 = − λ1

1− 1/N
. (A.43)
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Permutation Glass, Derivations

B.1 Derivation of Correlation

For our permutation system with the partition function

ZN(βλ0) = ∑
{~θ}

exp

(
−βλ0

N

∑
i=1

Iθi 6=ωi

)
, (B.1)

the sum of all the site-site correlations is given by

N

∑
i,j

σ2
ij =

N

∑
i,j

(
〈Iθi 6=ωi Iθj 6=ωj〉 − 〈Iθi 6=ωi〉〈Iθj 6=ωj〉

)
. (B.2)

Given that no site is special we can expect the the site-site correlations for different sites to

be the same regardless of which two sites we choose. Thus, we have

N

∑
i,j

σ2
ij = N(N − 1)σ2

i 6=j +
N

∑
i=1

(
〈Iθi 6=ωi〉 − 〈Iθi 6=ωi〉

2
)

, (B.3)

where we used I2
θi 6=ωi

= Iθi 6=ωi in the last line. Thus we find that the site-site correlation for

different sites is

σ2
i 6=j =

1
N(N − 1)

[
∂2

∂(βλ0)2 ln ZN(βλ0)−
N

∑
i=1
〈Iθi 6=ωi〉

(
1− 〈Iθi 6=ωi〉

)]
. (B.4)
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From Williams, 2017, we have

ln ZN(βλ0) ' −Nβλ0 + eβλ0 − N − 1 + G0(N), (B.5)

where G0(N) is independent of βλ0. We also have that average incorrectness of a single

site is

〈Iθi 6=ωi〉 ' 1− eβλ0 /N. (B.6)

Using Eq.(B.6) and Eq.(B.5) in Eq.(B.4) we obtain

σ2
i 6=j '

1
N − 1

(
eβλ0

N

)2

, (B.7)

which, given the limits of the Laplace’s method result Eq.(B.6), is only valid for βλ0 < ln N.

B.2 Replica Symmetric Solution

In this appendix, we will show Eq.(3.11) is consistent with the replica symmetric solution

to the permutation model with quenched disorder. To study quenched disorder in our

permutation system, we must evaluate the quantity

〈ln ZN({βλi})〉 =
∫ ∞

−∞

N

∏
k=1

dλk ρ({λj}) ln
∫ ∞

0
dt e−s

N

∏
`=1

(
1 + (s− 1)e−βλ`

)
. (B.8)

For generality we will not specify a particular form for ρ({λk}) other than to assume each

λk has the same distribution:

ρ({λk}) =
N

∏
j=1

ρ0(λj). (B.9)

To implement the replica procedure, we apply the identity

ln Z = lim
n→0

Zn − 1
n

, (B.10)
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and then compute 〈Zn〉. Doing so, given the definition of Z and our distribution of λk

values, we have

〈ZN({βλi})n〉 =
∫ ∞

−∞

N

∏
k=1

dλk ρ0(λk)
∫ ∞

0

n

∏
β=1

dsβ e−∑n
α=1 sα

N

∏
i=1

n

∏
α=1

(
1 + (sα − 1)e−βλi

)
,

(B.11)

where Greek indices denote our replicas while Roman indices denote lattice places.

Now, to make progress, we posit a replica symmetric ansatz in place of Eq.(B.11). The

motivation for this replacement is that we introduced our replicas as an analytic trick, and

they are thus unphysical aspects of our analysis. Therefore, any distinguishing elements

between two replicas are unphysical. In the absence of any other supporting evidence, this

motivation is in general an insufficient reason to accept the replica symmetric solution as

valid, but we will find that this solution reproduces the thermodynamically stable result

Eq.(3.9), which was derived through alternative means.

For the replica symmetric ansatz, we replace our distinct n replica variables s1, . . . , sn

with the single variable s. Doing so, we obtain

〈ZN({βλi})n〉 →
∫ ∞

−∞

N

∏
k=1

dλk ρ0(λk)
∫ ∞

0
ds e−ns

N

∏
i=1

(
1 + (sα − 1)e−βλi

)n

=
∫ ∞

0
ds exp

[
−ns + ln Tr exp Ln

(
s, {λk}

)]
, (B.12)

where we defined

Tr[· · · ] ≡
∫ ∞

−∞

N

∏
k=1

dλk [· · · ] (B.13)

Ln
(
s, {λk}

)
≡

N

∑
k=1

ln ρ0(λk) + n
N

∑
k=1

ln
(

1 + (s− 1)e−βλk
)

. (B.14)

Computing Eq.(B.12) via Laplace’s method, and using the identity Eq.(B.10) we find the

quenched average free energy to be

〈ln Z〉 = lim
n→0

1
n

{
exp

[
− ns0 + ln Tr exp Ln(s0, {λk})

]
− 1
}
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= −s0 + lim
n→0

1
n

ln Tr exp Ln(s0, {λk}), (B.15)

where s0 is defined by the condition

− 1 + lim
n→0

1
n

∂

∂s
ln Tr exp Ln(s, {λk})

∣∣∣
s=s0

= 0. (B.16)

Computing the argument of the limit in Eq.(B.16), we find

∂

∂s
Tr exp Ln

(
s, {λk}

)
=

∂

∂s

∫ ∞

−∞

N

∏
k=1

dλk exp

[
N

∑
k=1

ln ρ0(λk) + n
N

∑
k=1

ln
(

1 + (s− 1)e−βλk
)]

=
∫ ∞

−∞

N

∏
k=1

dλk exp
[
Ln
(
s, {λk}

)] N

∑
k=1

ne−βλk

1 + (s− 1)e−βλk
. (B.17)

Thus given Eq.(B.16), we have that s0 must satisfy

1 = lim
n→0

∫ ∞

−∞

N

∏
k=1

dλk exp
[
Ln
(
s0, {λk}

)] N

∑
k=1

e−βλk

1 + (s0 − 1)e−βλk

=
∫ ∞

−∞

N

∏
k=1

dλk ρ0(λk)
N

∑
k=1

1
eβλk + s0 − 1

= N
∫ ∞

−∞
dλ

ρ0(λ)

eβλ + s0 − 1
, (B.18)

where we used the independent normalization of each ρ0(λ) in the final line. Given the

definition s0 − 1 = 〈j〉, Eq.(B.18) is identical to Eq.(3.11). The consistency between the

replica symmetric ansatz and Eq.(3.11) suggests that this system of quenched disorder does

not bear the more interesting features (e.g., multiple equilibria andergodicity breaking) of

replica symmetry breaking solutions to statistical mechanics systems.

B.3 Heuristic Derivation of Eq.(3.16)

In this appendix, we derive Eq.(3.16) heuristically and thus lend quantitative justification

to the qualitative argument outlined in Sec. 3.3. We begin with the simple permutation

model with no disorder. The energy of a microstate in such a system is E = λ0 j where λ0

is the energy cost of an incorrect component and j is the number of incorrect components.
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Also, the number of such microstates for a given j is (N
j )dj where N is the number of

components in the system, and dj is the number of derangements of a list with j elements.

Thus, the microcanonical ensemble entropy for a given E, λ0, and N is

SN(E, λ0) = kB ln
[(

N
E/λ0

)
dE/λ0

]
' −kB ln Γ(N − E/λ0 + 1) + kB ln Γ(N + 1). (B.19)

If we were to introduce a small amount of disorder σ0 into our system, such that λ0 (instead

of being fixed at a single value) had a non-negligible probability to be found within the

domain [λ0 − σ0, λ0 + σ0], then we could approximate this new entropy as a two-point

average over the ends of this domain. Defining this entropy as 〈S(E)〉λ0,σ0 we have

〈SN(E, λ0)〉σ0

≡ 1
2

SN(E, λ0 − σ0) +
1
2

SN(E, λ0 + σ0)

= SN(E, λ0) +
σ2

0
2

∂2

∂λ2 SN(E, λ)
∣∣∣
λ=λ0

+O(σ4
0 ). (B.20)

We note that Eq.(B.20), given the convexity of S(N, λ) with respect to λ, is consistent with

the intuition that introducing disorder into our system effectively increases the entropy.

By the thermodynamic definition, the temperature of this disordered system is

1
T(σ0)

=
∂

∂E
〈SN(E, λ0)〉σ0 . (B.21)

Our goal is to compute the transition temperature for the 〈j〉 = 0 transition. By E = λ0 j, we

take this transition temperature to be the same as that associated with a microstate energy

E = 0 in Eq.(B.21). Using Eq.(B.19), we thus find

1
Tc(σ0)

=
∂

∂E
〈SN(E, λ0)〉σ0

∣∣∣
E=0

=
∂

∂E
SN(E, λ0)

∣∣∣
E=0

+
σ2

0
2

∂

∂E

[
∂2

∂λ2 SN(E, λ)
∣∣∣
λ=λ0

]
E=0

+O(σ4
0 /λ4

0)

=
kB ln N

λ0
+

2kB

λ3
0
· σ2

0
2

ln N +O(σ4
0 /λ4

0), (B.22)
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where we used ψ0(N) ' ln(N) (with ψ0 being the digamma function) for N � 1. Eq.(B.22)

then implies

kBTc(σ0) =
λ0

ln N

[
1− σ2

0

λ2
0
+O(σ4

0 /λ4
0)

]
, (B.23)

which reproduces, up to an order of magnitude, the O(σ2
0 ) correction in Eq.(3.16).

B.4 Order Parameter for The Symmetric Bernoulli distribution

In this appendix, we will use Eq.(3.11) to derive an exact expression for the order pa-

rameter of the permutation glass with a symmetric Bernoulli distribution of energy costs;

there seem to be no clean analytic expressions for the order parameters associated with the

Gaussian or uniform distributions of energy costs.

Integrating the distribution Eq.(3.10) according to Eq.(3.11), we find

1
N

=
q

eβλ̄ + 〈j〉
+

1− q
e−βλ̄ + 〈j〉

. (B.24)

Solving Eq.(B.24) and dropping the solution which does not reduce to N− eβλ in the q→ 0

limit, we find the order parameter

〈j〉/N =
1
2

[
1− 2

N
cosh(βλ̄)+

√
1 +

4
N
(1− 2q) sinh(βλ̄) +

4
N2 sinh2(βλ̄)

]
, (B.25)

where 〈j〉 could be written in terms of λ0 and σ0 by inverting the system Eq.(3.29).

B.5 Deriving Probability limits

In this appendix, we derive the probabilities Eq.(3.38), Eq.(3.39), and Eq.(3.40) which es-

tablish the constraints the respective distributions must satisfy in order for βc to exist and

〈j〉 = 0 to be an equilibrium. We begin with the mean-variance inequalities Eq.(3.20),
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Eq.(3.24), and Eq.(3.30) expressed as limits on the maximum value of the standard devia-

tion:

σ0 ≤ σmax
0 =



λ0√
3

(
1− 2

Ne

)−1

[Uniform]

λ0√
2 ln N

[Gaussian]

λ0√
N2 − 1

[Symm. Bernoulli]

(B.26)

In order for βc to exist, the mean λ0 of each distribution must be greater than zero. Con-

sequently the maximum values of σ0 must be associated with maximum probabilities of

obtaining a λ < 0 from the distribution. Computing these probability inequalities for each

distribution, we find

Puniform
λ<0 ≤ 1

2σmax
0

√
3

(
σmax

0

√
3− λ0

)
=

1
Ne

(B.27)

Pgauss
λ<0 ≤

∫ 0

−∞

dλ

2π(σmax)2
0

e−(λ−λ0)
2/2(σmax

0 )2

=
1
2

[
1− erf

(
−
√

ln N
)]
' 1

2N
√

π ln N
(B.28)

Pbernoulli
λ<0 ≤ 1

2

(
1−

√
1− 1

N2

)
' 1

4N2 , (B.29)

Where each quantity is expanded in the large N limit where relevant, and Eq.(B.29) follows

from Eq.(3.28) and the identification of 1− q = Pbernoulli
λ<0 .
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Self-Assembly of a Dimer System,

Derivations

C.1 Link to Supplementary Code

IPython code for creating Fig. 4.5, Fig. 4.6, and for the biophysics calculations in Sec. 4.6

in the main text can be found at

https://github.com/mowillia/dimer_self_assembly_code.

C.2 Deriving an,` as a Series and an Integral

We are seeking a formula that answers the following question:

Given 2n distinguishable objects that are all initially paired in some way, what

is the number of ways to form ` pairs such that none of these new pairs coincide

with any original pairings?

We call this number an,`, and it is easy to see what its value should be for ` = n and ` = 1.

If we were to take ` = n, we would have the case of the “bridge couples problem" and

we should obtain the formula derived in Margolius, 2001. If were were to take ` = 1, we

could infer that an,1 = 2n(2n − 2)/2 since there are 2n ways to select the first element,

2n− 2 ways to select an element that was not initially paired with this first element, and a

factor of 1/2 for double counting.
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To find the general formula for an,`, we employ the inclusion-exclusion principle Chuan-

Chong and Khee-Meng, 1992.

First, we establish some definitions. We define |Ai|n,` as the number of way to reform

` pairs, out of 2n initially paired elements, such that in the new set of pairs, we include the

ith pair of the initial pairings. We in turn say that the quantity

|Ai1 ∩ · · · ∩ Aik |n,`, (C.1)

equals the size of the set where, out of 2n initially paired elements, we have formed ` ≤ n

new pairs which include the pairs i1, . . . , ik (for k ≤ `) of the original pairings. By this

definition, our desired quantity an,` can be written as

n

∑
1≤i1<···<i`≤n

|Ac
i1 ∩ · · · ∩ Ac

i` |n,`, (C.2)

where Ac
k is the complement of Ak. Eq.(C.2) is the total number of ways to reform ` pairs

out of 2n initially paired elements such that none of the ` pairs is found in the initial pair-

ings. Given that the intersection of complements is equal to the complement of the union,

we have.

n

∑
1≤i1<···<i`≤n

|Ac
i1 ∩ · · · ∩ Ac

i` |n,` =
n

∑
1≤i1<···<i`≤n

| (Ai1 ∪ · · · ∪ Ai`)
c |n,`

= |S|n,` −
n

∑
1≤i1<···<i`≤n

|Ai1 ∪ · · · ∪ Ai` |n, (C.3)

where we we defined |S|n,` as the number of ways to create ` ≤ n pairs out of a set of 2n

elements. Combinatorics tells us that |S|n,` is

|S|n,` =

(
2n
2`

)
(2`)!
2``!

=

(
2n
2`

)
(2`− 1)!!, (C.4)
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Now, to compute Eq.(C.2), we must calculate the last quantitys in Eq.(C.3), and we do

so by the inclusion-exclusion principle. By the principle, we have

n

∑
1≤i1<···<i`≤n

|Ai1 ∪ · · · ∪ Ai` |n,`

=
n

∑
i=1
|Ai|n,` −

n

∑
1≤i<j≤n

|Ai ∩ Aj|n,` + · · ·+
n

∑
1≤i1<···<i`≤n

(−1)`−1|Ai1 ∩ · · · ∩ Ai` |n,`.

(C.5)

We recall that |Ai|n,` equals the number of way to reform ` pairs, out of 2n initially paired

elements, such that in the new set of pairs, we include the ith pair of the initial pairings.

Since the ith pair is fixed in this pairing, the number of ways to achieve this new pairing

is simply the number of ways to form `− 1 pairs out of a set of 2n− 2 elements. Thus we

have

|Ai|n,` =

(
2n− 2
2`− 2

)
(2`− 2− 1)!!. (C.6)

This quantity is independent of which i we choose, so, in Eq.(C.5), the summation can be

replaced with the factor (n
1). Similarly, the quantity |Ai ∩ Aj|n,` is the number of ways to

choose ` pairs, out of 2n initially paired elements, such that we include the ith and jth pairs

of the original pairing. Thus, we have

|Ai ∩ Aj|n,` =

(
2n− 4
2`− 4

)
(2`− 4− 1)!!, (C.7)

and the summation is replaced with the factor (n
2). Following this pattern, we find that

Eq.(C.5) becomes

n

∑
1≤i1<···<i`≤n

|Ai1 ∪ · · · ∪ Ai` |n,` =
`

∑
j=1

(−1)j−1
(

n
j

)(
2n− 2j
2`− 2j

)
(2`− 2j− 1)!!. (C.8)

Finally, using Eq.(C.4) in Eq.(C.3), and noting that final result is our desired an,`, we have

an,` =
`

∑
j=0

(−1)j
(

n
j

)(
2n− 2j
2`− 2j

)
(2`− 2j− 1)!!. (C.9)
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We can also write Eq.(C.9) as an integral which will later allow us to write the partition

function as a double integral. The first step is to rewrite the second combinatorial factor as

(
2n− 2j
2`− 2j

)
=

2n−j(n− j)!
(2n− 2`)!(2`− 2j)!

(2n− 2j− 1)!!. (C.10)

We then find

an,` =
`

∑
j=0

(−1)j
(

n
j

)
2n−j(n− j)!

(2n− 2`)!(2`− 2j)!
(2n− 2j− 1)!! (2`− 2j− 1)!!

=
2n−`

(2n− 2`)!
n!
`!

`

∑
j=0

(−1)j `!
j!(`− j)!

(2n− 2j− 1)!!

=
2n−`(n− `)!
(2n− 2`)!

n!
`!(n− `)!

`

∑
j=0

(−1)j
(
`

j

)
2n−j
√

π
Γ(n− j + 1/2), (C.11)

Using the integral definition of the Gamma function, we obtain.

an,` =
1

(2n− 2`− 1)!!

(
n
`

)
1√
π

∫ ∞

0
dt e−tt−1/2(2t)n(1− 1/2t)`. (C.12)

C.3 Derivation of Non-Gendered Partition Function

In deriving the final form of the partition function for the non-gendered system, we begin

with the partition function expressed as a summation over the total number of dimers and

the total number of correct dimers:

ZN(V, T, E0, ∆) =
N

∑
k=0

k

∑
m=0

(
N
m

)
aN−m,k−m eβ(kE0+m∆)

(
V
λ3

0

)2N−2k
(

V
(λ0/

√
2)3

)k

(C.13)

Using the integral expression Eq.(C.12), we find Eq.(C.13) becomes

ZN(V, T, E0, ∆)

=
(V/λ3

0)
N

√
π

∫ ∞

0
dx

e−x
√

x

N

∑
k=0

k

∑
m=0

δkηm 1
(2N − 2k− 1)!!

(
N
m

)(
N −m
k−m

)
(2x)N−k(2x− 1)k−m
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=
(V/λ3

0)
N

√
π

∫ ∞

0
dx

e−x
√

x
(2x)N

N

∑
k=0

k

∑
m=0

[δ(1− 1/2x)]k

(2N − 2k− 1)!!

(
N

N −m

)(
N −m
k−m

)(
η

2x− 1

)m

(C.14)

where we denoted

δ ≡ 2
√

2λ3
0

V
eβE0 , η ≡ eβ∆. (C.15)

Next, we isolate the sum over m to find

k

∑
m=0

(
N

N −m

)(
N −m
k−m

)(
η

2x− 1

)m

=

(
N
k

)(
η

2x− 1
+ 1
)k

, (C.16)

where we used the fact that (n
k) = 0 if k < 0, and the identity ∑n

k=0 (
n
k)(

k
r)xk = xr(1 +

x)n−r(n
r). Returning to Eq.(C.14), we find

ZN(V, T,E0, ∆)

=
(V/λ3

0)
N

√
π

∫ ∞

0
dx

e−x
√

x
(2x)N

N

∑
k=0

(
N
k

)
1

(2N − 2k− 1)!!

[
δ

2x
(η + 2x− 1)

]k

=
(V/λ3

0)
N2N

√
π(2N − 1)!!

∫ ∞

0
dx

e−x
√

x
xN

N

∑
k=0

(
2N
2k

)
(2k− 1)!!

[
δ

2x
(η + 2x− 1)

]k

. (C.17)

Then, using the integral identity

N

∑
k=0

(
2N
2k

)
(2k− 1)!! Λk =

1
2
√

π

∫ ∞

0
dy

e−y
√

y

[(
1 +

√
2Λy

)2N
+
(

1−
√

2Λy
)2N

]
, (C.18)

derived from the integral definition of (2k− 1)!! and the binomial theorem, Eq.(C.17) be-

comes

ZN(V, T, E0, ∆)

=
(V/λ3

0)
N2N

2π(2N − 1)!!

∫ ∞

0

∫ ∞

0
dx dy

e−x−y
√

xy
xN

[(
1 +

√
yδ (η + 2x− 1) /x

)2N

+ (
√

y→ −√y)

]

=
(V/λ3

0)
N2N

2π(2N − 1)!!

∫ ∞

0

∫ ∞

0
dx dy

e−x−y
√

xy

[(√
x +

√
yδ (η + 2x− 1)

)2N

+ (
√

y→ −√y)

]
,

(C.19)
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where (
√

y → −√y) stands in for the preceding term with
√

y replaced with −√y. Next,

using the identity

(2N − 1)!! =
2N
√

π
Γ (N + 1/2) , (C.20)

gives the final form of the partition function.

C.4 Equilibrium Conditions for Non-Gendered System

In this section, we justify the conditions defining the Laplace’s method approximation of

the partition function and show that they result in a system of equations for 〈k〉 and 〈m〉,

the average number of dimers and the average number of correct dimers, respectively.

In the main text, we made the approximation

ZN(V, T; E0, ∆) =
∫ ∞

0

∫ ∞

0
dx dy exp

[
− βFN(x, y; V, T, E0, ∆)

]
' 2π (det H)−1/2 exp

[
− βFN(x̄, ȳ; V, T, E0, ∆)

]
, (C.21)

where we defined

βFN(x, y;V, T, E0, ∆) ≡ x + y +
1
2

ln(xy)− ln
(
M2N

+ +M2N
−

)
+ βF0(N, V, T), (C.22)

with βF0(N, V, T) composed of terms that are independent of the variables x and y and of

the parameters E0 and ∆. In Eq.(C.21), x̄ and ȳ are the critical points of FN(x, y; V, T, E0, ∆),

defined by

∂i(βFN)
∣∣∣

x=x̄,y=ȳ
= 0, (C.23)

for i = x, y, and H is the Hessian matrix with the elements

Hij = ∂i∂j(βFN)
∣∣∣

x=x̄,y=ȳ
. (C.24)

For the validity of Eq.(C.21), H must satisfy

det H > 0 , Tr H > 0. (C.25)
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Eq.(C.25) also ensures that the critical points defined by Eq.(4.24) are stable. We can com-

pute the average number of dimers and the average number of correct dimers from the

partition function via

〈k〉 = ∂

∂(βE0)
ln ZN(V, T; E0, ∆), 〈m〉 = ∂

∂(β∆)
ln ZN(V, T; E0, ∆). (C.26)

In Sec. C.4.1, we will use the conditions Eq.(C.23) along with the definitions in Eq.(C.26) to

calculate equilibrium constraints on 〈k〉 and 〈m〉. In Sec. C.4.2, we will show the equilibria

derived from these conditions satisfy Eq.(C.25) and are indeed stable. Also, by computing

the Hessian, we will show that the ln det H contribution the Hessian could make to the

free energy in Eq.(C.22) is sub-leading in the large N limit because it is of the same order

as the terms we drop in our derivation of the equilibrium conditions.

C.4.1 Computing Critical Points

Here we will derive the equilibrium conditions on 〈k〉 and 〈m〉 resulting from a N � 1

approximation of the partition function. We write the free energy Eq.(C.22) slightly differ-

ently as

βFN(x, y; V, T, E0, ∆) = x + y + (1/2− N) ln x +
1
2

ln y− ln
(
N 2N

+ +N 2N
−

)
+ βF0(N, V, T),

(C.27)

where

N± ≡ 1± δ1/2
√

y Λ(x; β∆), (C.28)

and

Λ(x; β∆) ≡ eβ∆ − 1
x

+ 2 , δ ≡ 2
√

2λ3
0

V
eβE0 . (C.29)

We can simplify Eq.(C.27) by considering our presumed N � 1 limit. First we note that

(1 + Q)N + (1−Q)N = (1 + Q)N + φN where, if Q > 0, then φN → 0 as an inverse power

of N for N → ∞. Thus, Eq.(C.27) can be written as

βFN(x, y; V, T, E0, ∆) = x + y− N ln x +
1
2

ln y− 2N lnN+ + βF0(N, V, T) + εN , (C.30)
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where εN is the error term which includes all terms that are subleading in the N � 1 limit

to the shown quantities. Now, using Eq.(C.28) and Eq.(C.30), we see that Eq.(C.23) yield

the equations

0 = ∂x(βFN)
∣∣∣

x=x̄,y=ȳ
= 1− N

x̄
− Nδ1/2

√
ȳ/Λ(x̄; β∆)

1 + δ1/2
√

ȳΛ(x̄; β∆)
·
(
− eβ∆ − 1

x̄2

)
, (C.31)

0 = ∂y(βFN)
∣∣∣

x=x̄,y=ȳ
= 1 +

1
2ȳ
− Nδ1/2

√
Λ(x̄; β∆)/ȳ

1 + δ1/2
√

ȳΛ(x̄; β∆)
. (C.32)

From the definitions in Eq.(C.26), we can express 〈k〉 and 〈m〉 in terms of x̄ and ȳ:

〈k〉 = ∂βE0 ln ZN = −∂βE0(βFN)
∣∣∣

x=x̄,y=ȳ

=
Nδ1/2

√
ȳΛ(x̄; β∆)

1 + δ1/2
√

ȳΛ(x̄; β∆)
(C.33)

〈m〉 = ∂β∆ ln ZN = −∂β∆(βFN)
∣∣∣

x=x̄,y=ȳ

=
Nδ1/2

√
ȳ/Λ(x̄; β∆)

1 + δ1/2
√

ȳΛ(x̄; β∆)
· eβ∆

x̄
, (C.34)

where we used Eq.(C.31) and Eq.(C.32) to set the coefficients of ∂x̄/∂(βE0) and ∂ȳ/∂(βE0)

(and similarly for the x̄ and ȳ derivatives with respect to β∆) to zero. To be explicit, we

note that the second equalities in both Eq.(C.33) and Eq.(C.34) would be better expressed

as approximations derived from Eq.(C.21). However, for the analytical calculations of this

system we will always be working in the N � 1 regime and we will take the free energy

Eq.(C.30) as the true free energy of the system.

From Eq.(C.32), we find the condition

ȳ + 1/2 =
Nδ1/2

√
ȳΛ(x̄; β∆)

1 + δ1/2
√

ȳΛ(x̄; β∆)
, (C.35)

and with Eq.(C.33), we obtain

ȳ + 1/2 = 〈k〉. (C.36)
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Inverting Eq.(C.35), we find

δ ȳ Λ(x̄; β∆) =
(ȳ + 1/2)2

(N − (ȳ + 1/2))2 , (C.37)

or, with Eq.(C.36),

δ
(
〈k〉 − 1/2

)
Λ(x̄; β∆) =

〈k〉2(
N − 〈k〉

)2 . (C.38)

We can further reduce this result by solving for Λ(x̄; β∆) in terms of 〈k〉 and 〈m〉. Dividing

Eq.(C.33) by Eq.(C.34), yields

〈k〉
〈m〉 = x̄ Λ(x̄; β∆)e−β∆, (C.39)

which when solved for x̄, gives us

x̄ =
1
2

[
1 +
〈k〉 − 〈m〉
〈m〉 eβ∆

]
. (C.40)

Substituting Eq.(C.40) into Eq.(C.39), then gives us

Λ(x̄; β∆) =
2〈k〉

〈k〉 − 〈m〉(1− e−β∆)
. (C.41)

Returning to Eq.(C.38), we obtain

2δ

(
1− 1

2〈k〉

)
=
〈k〉 − 〈m〉(1− e−β∆)(

N − 〈k〉
)2 . (C.42)

which is the first equilibrium condition constraining 〈k〉 and 〈m〉. We will primarily be

interested in temperature ranges at which 〈k〉 assumes a non-trivial value much larger

than of O(1). Thus we can take 〈k〉 � 1 leading to the result

4
√

2λ3
0

V
eβE0 =

〈k〉 − 〈m〉(1− e−β∆)(
N − 〈k〉

)2 +O(〈k〉−1) (C.43)
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To find the second equilibrium condition, we note that Eq.(C.31) can be written as

(N − x̄)Λ(x̄; β∆)x̄ = 〈k〉(eβ∆ − 1). (C.44)

Using Eq.(C.39) and Eq.(C.40), this result becomes

N − 1
2

[
1 +
〈k〉 − 〈m〉
〈m〉 eβ∆

]
= 〈m〉(1− e−β∆), (C.45)

or, with some rearranging,

eβ∆

2
= 〈m〉 N − 〈m〉(1− e−β∆)

〈k〉 − 〈m〉(1− e−β∆)
, (C.46)

which is our second equilibrium condition. With the equilibrium conditions Eq.(C.43)

and Eq.(C.46) established, we can now turn to showing that these equilibria define stable

minima of the free energy.

C.4.2 Demonstrating Stability

To check whether the equilibrium conditions Eq.(C.43) and Eq.(C.46) define stable equilib-

ria for this system, we need to compute the various elements of the Hessian matrix

Hij = ∂i∂j(βFN)
∣∣∣

x=x̄,y=ȳ
, (C.47)

and ensure that the matrix is positive definite. By definition, a positive definite matrix

is one with positive eigenvalues. For the 2× 2 matrix considered here, this amounts to

having a positive determinant and positive trace:

Tr H > 0, det H > 0. (C.48)

We will first compute the diagonal elements composing Tr H. To compute
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∂2
y(βFN)|x=x̄,y=ȳ, we must compute the first and second-order y derivatives of the free en-

ergy as general functions. Given Eq.(C.30), we obtain

∂y(βFN) = 1 +
1

2y
− 2N
N+

∂yN+ (C.49)

∂2
y(βFN) = −

1
2y2 + 2N

[
(∂yN )2

+

N 2
+

−
∂2

yN+

N+

]
. (C.50)

From Eq.(C.28), we have

∂yN+ =
δ1/2

2

√
Λ(x; β∆)

y
, ∂2

yN+ = −δ1/2

4

√
Λ(x; β∆)

y3 = − 1
2y

∂yN+. (C.51)

Thus, Eq.(C.50) becomes

∂2
y(βFN) = −

1
2y2 + 2N

[
(∂yN )2

+

N 2
+

+
1

2y
∂yN+

N+

]
. (C.52)

Setting x = x̄ and y = ȳ in Eq.(C.52) and noting that ∂y(βFN) = 0 at these values, we find

∂2
y(βFN)

∣∣∣
x=x̄,y=ȳ

=
1

2Nȳ2

[
− N + (ȳ + 1/2)2 + N(ȳ + 1/2)

]
, (C.53)

where we used Eq.(C.49) evaluated at x = x̄ and y = ȳ. Considering the argument of the

above expression, we find that it is positive for ȳ > 1/2 +O(N−1). In terms of our order

parameter, this result translates into ∂2
y(βFN)|x=x̄,y=ȳ being positive for 〈k〉 > 1 which is

only violated when we are well-outside the range for non-trivial values of 〈k〉.

Next, computing ∂2
x(βFN) given Eq.(C.30), we obtain

∂x(βFN) = 1− N
x
− 2N
N+

∂xN+ (C.54)

∂2
x(βFN) =

N
x2 + 2N

[
(∂xN )2

+

N 2
+

− ∂2
xN+

N+

]
, (C.55)

where

∂xN+ =
δ1/2

2

√
y

Λ(x; β∆)
· ∂xΛ(x; β∆), (C.56)
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and

∂2
xN+ =

∂xN+

∂xΛ(x; β∆)
· 1

Λ(x; β∆)
·
[

Λ(x; β∆) ∂2
xΛ(x; β∆)− 1

2
(∂xΛ(x; β∆))2

]
. (C.57)

Using the definition of Λ(x; β∆) (given in Eq.(C.29)) in the quantity in the brackets above

yields

[
Λ(x; β∆) ∂2

xΛ(x; β∆)− 1
2
(∂xΛ(x; β∆))2

]
= −∂xΛ(x; β∆)

x

[
3
2

Λ(x; β∆) + 1
]

. (C.58)

Thus Eq.(C.57) becomes

∂2
xN+ = −∂xN+

x

[
3
2
+

1
Λ(x; β∆)

]
. (C.59)

Now, returning to Eq.(C.55) we have

∂2
x(βFN) =

N
x2 + 2N

(
∂xN+

N+

)2

+ 2N
∂xN+

N+

[
3

2x
+

1
xΛ(x; β∆)

]
. (C.60)

Setting x = x̄ and y = ȳ in Eq.(C.60) and noting that ∂x(βFN) = 0 at these values, we

obtain

∂2
x(βFN)

∣∣∣
x=x̄,y=ȳ

=
1

2Nx̄2

[
x̄(x̄ + N) +

2N(x̄− N)

Λ(x̄; β∆)

]
. (C.61)

We can make further progress by expressing Λ(x̄; β∆) in terms of x̄ and ȳ. First, we note

that Eq.(C.40) and Eq.(C.46) together yield

x̄ = N − 〈m〉(1− e−β∆), (C.62)

and inverting Eq.(C.41) gives us

1
Λ(x̄; β∆)

=
1
2

(
1− 〈m〉(1− e−β∆)

〈k〉

)
=

1
2

(
1− N − x̄

ȳ + 1/2

)
, (C.63)
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where we used Eq.(C.62) and Eq.(C.36) in the final equality. Returning to Eq.(C.61), we

find

∂2
x(βFN)

∣∣∣
x=x̄,y=ȳ

=
1

2Nx̄2

[
x̄2 (λ + 1)− 2Nx̄ (λ− 1) + N2 (λ− 1)

]
, (C.64)

where we defined

λ ≡ N
ȳ + 1/2

. (C.65)

Since ȳ + 1/2 = 〈k〉 and 〈k〉 < N, we have λ > 1 for non-zero temperature. For the

function

f (z) = z2(λ + 1)− 2z(λ− 1) + λ− 1 (C.66)

where z ∈ R+, it can be shown that the minimum satisfies

[ f (z)]min =
λ− 1
λ + 1

. (C.67)

Thus, for λ > 1, we find that f (z) > 0. Therefore, Eq.(C.64) is greater than zero for

equilibrium values x̄ and ȳ. With Eq.(C.53) and Eq.(C.64), we can thus conclude

Tr H =
[
∂2

y(βFN) + ∂2
x(βFN)

] ∣∣∣
x=x̄,y=ȳ

> 0, (C.68)

for 〈m〉 and 〈k〉 constrained by Eq.(C.43) and Eq.(C.46).

Now, we compute the off-diagonal elements that make up, together with the diagonal

elements, det H. Taking the y-partial derivative of Eq.(C.54), we have

∂y∂x(βFN) = −2N
[

1
N+

∂y∂xN+ −
1
N 2

+

∂xN+∂yN+

]
. (C.69)

From Eq.(C.28), we have that the mixed partial of N+ is

∂y∂xN+ = ∂y

[
δ1/2

2

√
y

Λ(x; β∆)
· ∂xΛ(x; β∆)

]
=

δ1/2

4

√
1

yΛ(x; β∆)
· ∂xΛ(x; β∆) =

1
2y

∂xN+, (C.70)
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where we used Eq.(C.56), in the final equality. Evaluating Eq.(C.69) at x = x̄ and y = ȳ

and using

1
N+

∂yN+

∣∣∣
x=x̄,y=ȳ

=
1

2N

(
1 +

1
2ȳ

)
,

1
N+

∂xN+

∣∣∣
x=x̄,y=ȳ

=
1

2N

(
1− N

x̄

)
, (C.71)

found from Eq.(C.49), Eq.(C.54), and the critical point condition, we obtain

∂y∂x(βFN)
∣∣∣

x=x̄,y=ȳ
=

(N − x̄)
(

N − ȳ− 1/2
)

2Nx̄ȳ
. (C.72)

Before we compute the determinant, it will prove useful to express the ȳ in Eq.(C.53) and

Eq.(C.72) in terms of λ given in Eq.(C.65). From Eq.(C.65), we find

∂2
y(βFN)

∣∣∣
x=x̄,y=ȳ

=
(ȳ + 1/2)2

2Nȳ2

(
− N
(ȳ + 1/2)2 + 1 +

N
ȳ + 1/2

)
=

N
2λ2ȳ2

(
−λ2

N
+ 1 + λ

)
(C.73)

∂y∂x(βFN)
∣∣∣

x=x̄,y=ȳ
=

1
2Nx̄ȳ

(ȳ + 1/2)(N − x̄)
(

N
ȳ + 1/2

− 1
)

=
1

2λx̄ȳ
(N − x̄) (λ− 1) (C.74)

Finally, computing the determinant of the Hessian from Eq.(C.64), Eq.(C.73), and Eq.(C.74),

we thus find

det H =
[
∂2

y(βFN)∂
2
x(βFN)−

(
∂y∂x(βFN)

)2
] ∣∣∣

x=x̄,y=ȳ

=
1

4λ2 x̄2ȳ2

[
Aλ x̄2 − 2NBλ x̄ + Bλ

]
, (C.75)

where

Aλ = λ

(
4− λ(λ + 1)

N

)
(C.76)

Bλ = (λ− 1)
(

2− λ2

N

)
. (C.77)
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We want to show that Eq.(C.75) is always positive. We will employ a method similar to

that used in showing that ∂2
x(βFN)|x=x̄,y=ȳ is positive. For the function

g(z) = Aλz2 − 2Bλz + Bλ, (C.78)

where z ∈ R+, it can be shown that the minimum is given by

[g(z)]min = Bλ

(
1− Bλ

Aλ

)
. (C.79)

From Eq.(C.76), Eq.(C.77), and the condition 1 < 〈λ〉 < N, we find that Bλ < Aλ for all

valid λ. From this inequality, we find

Bλ

Aλ
< 1, if Bλ > 0, and

Bλ

Aλ
> 1, if Bλ < 0. (C.80)

Thus, we can conclude that Eq.(C.79) is always positive for the entire domain of z and for

valid values of λ. Considering Eq.(C.75) we then have

det H =
[
∂2

y(βFN)∂
2
x(βFN)−

(
∂y∂x(βFN)

)2
] ∣∣∣

x=x̄,y=ȳ
> 0. (C.81)

With Eq.(C.68) and Eq.(C.81), we can conclude that the Hessian matrix is positive defi-

nite and thus that the derived equilibrium conditions Eq.(C.43) and Eq.(C.46) define stable

equilibria of the free energy Eq.(4.21), and, moreover, that our Laplace’s method approxi-

mation of the partition function Eq.(4.23) is valid.

Finally, in Eq.(C.75), we see that ln det H is on the order of a linear combination of

ln x̄ and ln ȳ. Given that we ultimately dropped such terms from our calculation of the

equilibrium conditions Eq.(C.43) and Eq.(C.46), we now see that we were also justified in

ignoring the ln det H contributions to our free energy.
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C.5 Simulation of Dimer System

The simulation results in Fig. 4.5 were obtained using the Metropolis-Hastings Monte

Carlo algorithm. We defined the microstate of our system by two lists: One defining the

particles that are monomers and the other defining the monomer-monomer pairs making

up the dimers. For example, a 2N = 10 particle system, could have a microstate defined

by the monomer list [1, 4, 6, 9] and the dimer list [(3, 5), (2, 8), (7, 10)]. The free energy of a

microstate was given by

f (k, m) = −kE0 −m∆− k kBT ln(V/λ3
0)− (2N − 2k)kBT ln(2

√
2 V/λ3

0), (C.82)

for a system with k dimers of which m consisted of correct dimers.

To efficiently explore the state space of the system, we used three different types of

transitions with unique probability weights for each one. In the following, Nm and Nd

represent the lengths of the monomer and dimer lists, respectively, before the transition.

1. Monomer Association: Two randomly chosen monomers are removed from the

monomer list, joined as a pair, and the pair is appended to the dimer list. Weight

= (Nm
2 )/(Nd + 1)

Example: mon = [1, 3, 4, 5, 6, 9] and dim = [(2, 8), (7, 10)]→mon = [1, 4, 6, 9] and

dim = [(3, 5), (2, 8), (7, 10)]; Weight = 15/3.

2. Dimer Dissociation: One randomly chosen dimer is removed from the dimer list,

and both of its elements are appended to the monomer lists. Weight = Nd/(Nm+2
2 )

Example: mon = [6, 9] and dim = [(1, 4), (3, 5), (2, 8), (7, 10)]→mon = [2, 6, 8, 9] and

dim = [(1, 4), (3, 5), (7, 10)]; Weight = 4/6.

3. Dimer Cross-Over: Two dimers are chosen randomly. One randomly chosen ele-

ment from one dimer is switched with a randomly chosen element of the other dimer.

Weight =1.

Example: dim = [(1, 4), (3, 5)(7, 10)]→ dim = [(1, 10), (3, 5), (4, 10)] ]; Weight = 1.
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The third type of transition is unphysical but is necessary to ensure that the system can

quickly escape kinetic traps that lead to inefficient sampling of the state space.

For each simulation step, there was a 1/3 probability of selecting each transition type

and the suggested step was accepted with log-probability

ln paccept = −( ffin. − finit.)/kBT + ln (Weight), (C.83)

where ffin and finit are the final and initial free energies of the microstate defined according

to Eq.(C.82), and “(Weight)" is the ratio between the number of ways to make the forward

transition and the number of ways to make the reverse transition. This weight was chosen

for each transition type to ensure that detailed balance was maintained. For impossible

transitions (e.g., monomer association for a microstate with no monomers), paccept was set

to zero.

At each temperature, the simulation was run for 30, 000 time steps, of which the last

600 were used to compute ensemble averages of 〈k〉 and 〈m〉. These simulations were

repeated 50 times and each point in Fig. 4.5 represents the average 〈k〉 and 〈m〉 over these

runs. IPython code for procedure is found in the Supplementary Code.

C.6 Temperature Changes in Parameter Space

In Fig. C.1 we depict how the plots in Fig. 5 change as we change the value of kBT. We

note that since the regions are defined by temperature dependent boundaries, changing

the temperature of a system represented by a point also changes the arrangement of the

boundaries that surround the point.
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(A) kBT = 1.0 (B) kBT = 0.8 (C) kBT = 0.6

(D) kBT = 1.0 (E) kBT = 0.8 (F) kBT = 0.6

FIGURE C.1: (a), (b), and (c): Plots of the points in Fig. 5a in the main text as we lower
the system temperature. Consistent with the simulation plots in Fig. 4, at kBT = 0.6 all the
systems are in the "fully correct assembly" regime. (d), (e), and (f): Plots of the point in Fig.
5b as we lower the system temperature. Consistent with the simulation plots in Fig. 4(c), at

kBT = 0.6 the systems is in the "fully correct assembly" regime.
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Gendered Dimer System

In Sec. 4.2, we introduced our study of the self-assembly of a dimer system by consid-

ering a collection of monomers where each monomer could form a dimer with any other

monomer. In this sense, we labeled this system as “non-gendered" to differentiate it from

systems in which monomers have constraints on the type of monomers to which they can

bind. In this section, we introduce a model with such constraints, namely one in which

there are two types of monomers and each monomer can only form a dimer with the

monomer of the opposite type. The statistical physics analysis of this gendered dimer

system is very similar to that of the non-gendered system, so we focus on the major results

rather than derivations.

D.1 Gendered partition function

Say that our system contains 2N distinguishable monomers of two kinds. There are N

distinguishable monomers labeled β1, β2, . . . , βN each of which has mass mβ, and there

are N distinguishable monomers labeled α1, α2, . . . , αN each of which has mass mα. The

2N total monomers exist in thermal equilibrium at temperature T and in a volume V.

Each α monomer can bind to any β monomer (and vice versa), but α monomers cannot

bind to each other, and β monomers cannot bind to each other. When monomer αk binds

to monomer β`, the two form the dimer (αk, β`), where the ordering within the pair is not

important. We define correct dimers as those consisting of αk binding to βk for k = 1, . . . , N;

all other dimers are considered incorrect. Thus there are N possible correct dimers in this
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FIGURE D.1: Example microstate of the gendered system with 2N = 30 subunits. We rep-
resent the monomers of either gender as filled or unfilled half circles. Filled half-circles can
only bind to unfilled half-circles. Correct dimers consist of binding k to k and have bind-
ing energy −(E0 + ∆). All other dimers are incorrect and have binding energy −E0. This
microstate has four correct dimers (in blue), four incorrect dimers (in yellow), and fourteen
monomers (in grey). The total binding energy for this microstate is −(8E0 + 4∆). For pic-
torial clarity, the figure represents monomers as half-circles, but monomers are taken to be

point particles in the model.

system and N(N− 1) possible incorrect dimers. The binding energy for the dimers is given

by

E ′(αm, βn) =


−(E0 + ∆) if m = n

−E0 if m 6= n,
(D.1)

indicating that correct dimers have a binding energy of −(E0 + ∆) and incorrect dimers

have a binding energy of −E0, where E0, ∆ > 0.

We assume that the monomers and dimers are point particles with no rotational or vi-

brational properties and that apart from the binding energy, the monomers and the dimers

are free particles that do not interact with one another. An example microstate for this

system is shown in Fig. D.1.

We want to compute the partition function for this system. By an argument similar

to that used to establish Eq.(4.9) and Eq.(4.10), we find that the partition function can be

written as

Z′N(V, T, E0, ∆) =
N

∑
j=0

j

∑
`=0

(
N
`

)
bN−`,j−` eβ(jE0+`∆)

(
V
λ3

α

)N−j
(

V
λ3

β

)N−j(
V

λ3
αβ

)j

, (D.2)

where λα, λβ, and λαβ are the thermal de Broglie wavelengths of an α monomer, a β
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monomer, and an (α, β) dimer respectively. In the summations in Eq.(D.2), j counts the

number of dimers in the system, and ` counts the number of correct dimers. The factor

(
N
`

)
bN−`,j−` (D.3)

is the answer to the following question:

N man-woman pairs enter a dance hall. All the pairs separate, and people

mingle with one another such that at some later time, there are some man-

woman pairs and there are some men and women who are alone. At this later

time, there are j man-woman pairs on the dance floor, and of this set, there are

` pairs from the set of original pairs. How many ways can this happen?

Interpreting Eq.(D.3) more physically, the factor (N
` ) corresponds to the number of ways

to choose ` dimers from the set of N possible correct dimers. Under the constraint that each

dimer consists of opposite gender monomers, the factor bN−`,j−` is the number of ways of

forming j− ` dimers from a set of 2(N− `) monomers such that none of the chosen dimers

is amongst the set of N − ` correct dimers.

In computing Eq.(D.2), the pivotal quantity is bN−`,j−`. We can determine this quantity

by considering another question:

Given n original man-woman pairs, what is the number of ways to form k ≤ n

man-woman pairs such that none of these new pairs coincide with any of the

original pairs?

We call this number bn,k. Applying the principle of inclusion/exclusion in a way similar to

the application in SM Sec. 2, we find

bn,k =
k

∑
m=0

(−1)m
(

n
m

)(
n−m
k−m

)2

(k−m)! (D.4)

Using the definition of the Gamma function to express (n − m)! as an integral, we then

obtain

bn,k =
1

(n− k)!

(
n
k

) ∫ ∞

0
dx e−x xn−k(x− 1)k. (D.5)
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As a consistency check, we can use Eq.(D.5) to prove the identity

(
N
j

)2

j! =
j

∑
`=0

(
N
`

)
bN−`,j−`, (D.6)

which asserts that the total number of unique ways to form j ≤ N man-woman pairs

(regardless of coincidence with some original pairing), is the sum of the number of ways

to choose ` original pairs multiplied by the number of ways to choose j− ` non-original

pairs.

We are now ready to return to Eq.(D.2). First, we rewrite the ideal gas contributions to

the partition function as

(
V
λ3

α

)N−j
(

V
λ3

β

)N−j(
V

λ3
αβ

)j

=

(
V
λ̄3

)2N
(

λ3
µ

V

)j

, (D.7)

where we defined

λ̄ ≡ h√
2π(mαmβ)1/2kBT

, λµ ≡
h√

2πkBT

√
1

mα
+

1
mβ

, (D.8)

Now, with the Laplace’s integral form of the Legendre Polynomial Pn(x) (Gould, 2010)

Pn(x) =
1

2π

∫ 2π

0
dφ
(

x +
√

x2 − 1 cos φ
)n

. (D.9)

and the series representation of the Legendre Polynomial (Gould, 2010)

Pn =

(
x− 1

2

)n n

∑
k=0

(
n
k

)2 ( x + 1
x− 1

)k

. (D.10)

we can establish the integration identity

n

∑
k=0

(
n
k

)2

uk =
1

2π

∫ 2π

0
dφ
(
1 + u + 2

√
u cos φ

)n . (D.11)
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Incorporating Eq.(D.5) into Eq.(D.2), following a derivation analogous to that in SM

Sec. 3, and using Eq.(D.11), we ultimately find that the partition function for this system is

Z′N(V, T, E0, ∆) =
1

2πN!

(
V
λ̄3

)2N ∫ 2π

0
dφ

∫ ∞

0

∫ ∞

0
dx dy e−(x+y) IN , (D.12)

where

I ≡ x +
λ3

µ

V
eβE0 y Ω(x; β∆)− 2

(
λ3

µ

V

)1/2

eβE0/2
√

y x Ω(x; β∆) cos φ, (D.13)

and

Ω(x; β∆) ≡ eβ∆ + x− 1. (D.14)

The thermal de Broglie wavelength in these expressions is defined as λµ = h/
√

2πµkBT

with µ = mβmα/(mβ + mα), the reduced mass of an (α, β) dimer.

D.2 Equilibrium Conditions

With Eq.(D.12), the next step in studying the equilibrium properties of the gendered dimer

system is to derive the equilibrium conditions. Given Eq.(D.2), we see that we can compute

the average number of total dimers and the average number of correct dimers, respectively,

with

〈j〉 = ∂

∂(βE0)
ln Z′N , (D.15)

〈`〉 = ∂

∂(β∆)
ln Z′N . (D.16)

We can also compute the variances and covariances between these quantities through

 σ2
j σ2

j`

σ2
`j σ2

`

 =

 ∂2
βE0

∂βE0 ∂β∆

∂β∆∂βE0 ∂2
β∆

 ln Z′N , (D.17)
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where σ2
j is the variance in the total number of dimers, σ2

` is the variance in the number of

correct dimers, and σ2
`j = σ2

j` is the covariance between the total number of dimers and the

number of correct dimers.

Using Eq.(D.12) directly in Eq.(D.15) and Eq.(D.16) would result in cumbersome in-

tegral expressions for 〈`〉 and 〈j〉, so we will use Laplace’s method to approximate the

partition function. We can expect the exact calculation of this approximation to mirror

that in SM Sec. 4, but first we need to reduce Eq.(D.12) from a three-dimensional to a

two-dimensional integral. Implementing Laplace’s method on the φ variable alone, we

find that the integrand of Eq.(D.12) is maximized for φ = π. Therefore, we can make the

approximation

ln Z′N(V, T, E0, ∆) = ln
∫ ∞

0

∫ ∞

0
dx dy e−(x+y) IN

φ=π + · · · , (D.18)

where Iφ=π is Eq.(D.13) evaluated at φ = π and where "· · · " stands in for terms that are

independent of E0 and ∆ or are sub-leading to order N. Now, from the definitions Eq.(D.15)

and Eq.(D.16) and implementing the standard Laplace’s method algorithm in a way akin

to its application in SM Sec. 4, we find the system of equations

λ3
µ

V
eβE0 =

〈j〉 − 〈`〉(1− e−β∆)(
N − 〈j〉

)2 , (D.19)

eβ∆ = 〈`〉 N − 〈`〉(1− e−β∆)

〈j〉 − 〈`〉(1− e−β∆)
. (D.20)

We similarly find the variances and covariances between the number of dimers and the

number of correct dimers is

σ2
j =

1
2N
〈j〉
(

N − 〈j〉
)

, σ2
j` =

1
2N
〈`〉
(

N − 〈j〉
)
, (D.21)

σ2
` = 〈`〉−〈`〉

2

2

(
1
〈j〉 +

1
N

)
, (D.22)

Comparing Eq.(D.19) and Eq.(D.20) with Eq.(4.27) and Eq.(4.28), we see that the sets of

equilibrium conditions for the non-gendered and gendered systems are identical except for

numerical factors. Therefore, the discussion in the main text also applies to this gendered
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system with only slight changes to the arguments of important expressions. In particular,

considering the fully-correct assembly condition for the gendered system (i.e., 〈j〉 = 〈`〉),

we find that the critical temperature kBTc = β−1
c at which this condition is satisfied is

λ3
µ,c

V
eβc(E0+∆)

(
1− Ne−βc∆)2

1− e−βc∆ = N − 1, (D.23)

where λµ,c = h/
√

2πµkBTc. Similarly to Eq.(4.44), we can categorize the system as Type I

or II according to the limiting behavior of the solution to Eq.(D.23). We define T′I as

kBT′I ≡
2
3
(E0 + ∆)

[
W0

(
2(E0 + ∆)

3Eµ,V
N2/3

)]−1

+O
(

N−1
)

(D.24)

where Eµ,V ≡ h2/2πµV2/3, and T′II as

kBT′II ≡
∆

ln(N)
, (D.25)

Then a gendered system is Type I or Type II according to

System Type =


Type I for Tc ' T′I ,

Type II for Tc ' T′II.
(D.26)

The parameter space behavior of this system is identical to that in Fig. 4.6, with T′I and T′II

replacing TI and TII, respectively.

D.3 Inequalities for Assembly and Type

With Eq.(D.24) and Eq.(D.25), we can derive inequalities analogous to Eq.(4.45), Eq.(4.46),

and Eq.(4.48).

For the gendered dimer system, the “search-limiting" condition, derived from T < T′I ,

is

NV < λ3
µ eβ(E0+∆), (D.27)
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FIGURE D.2: Example microstate of the gendered system with 2N = 20 subunits where one
type of monomer is fixed in space. We represent the two genders as shaded or unshaded
shapes. This microstate has two correct contacts (in blue), two incorrect contacts (in yellow),
and six monomers and unpaired binding sites (in grey). The total binding energy for this

microstate is −(4E0 + 2∆).

where, consistent with the N � 1 limit, we dropped the O(N−1) term in Eq.(D.24). The

“combinatorics-limiting" condition, derived from T < T′II, is

N < eβ∆. (D.28)

Eq.(D.27) and Eq.(D.28) are the two necessary, but not sufficient, conditions a gendered

dimer system must satisfy to be in the fully-correct assembly regime of its parameter space.

For a Type I dimer system, we require T′I < T′II. Using Eq.(D.24) and Eq.(D.25) in the

inequality T′I < T′II, and noting that if W0(X) > k, then X > kek, we obtain an inequality

that when solved for N yields

N < exp
[

3∆
2E0

W0

(
2E0

3Eµ,V

)]
(D.29)

Eq.(D.29) is a necessary, but not sufficient, condition for a gendered dimer system to be of

Type I.

D.4 One type of monomer fixed; mα → ∞ limit

A special case of the gendered dimer system occurs when one of the two types of monomers

is fixed in space. We can envision such a system as having N distinguishable monomers in-

teracting with N binding sites where each monomer has a preferred binding site to which

it binds with energy−(E0 +∆); for all other binding sites, the monomer binds with energy

−E0.
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An example microstate of such a system is shown in Fig. D.2. The general partition

function for this system can be directly obtained from Eq.(D.12) by removing the VN/λ3N
α

factor from the coefficient and taking λµ → λβ. That is, if we are taking the particles of type

α to be fixed, then we ignore their dynamics by taking mα → ∞, thus taking the reduced

mass µ to mβ.

The equilibrium conditions for this system are similarly given by Eq.(D.19) and Eq.(D.20)

with λµ replaced with λβ in the former.
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Additional Models

In this appendix, we derive the partition functions presented in Chapter 5.

E.1 Generalized Thermal Derangements

In this section we derive Eq.(5.13). We first define our state space as all the unique permu-

tations of an ordered list of N elements where there are r ≤ N unique types of elements.

The original ordered list is defined as the “zeroth-energy arrangement" and it consists of

n1 copies of an element ω1, n2 copies of an element ω3, . . ., and nr copies of an element ωr

in a specific ordering. The exact ordering of this list is not important; it only matters that

an exact ordering exists.

The problem of counting the various ways one can completely derange (i.e., reorder

such that no element is in its original place) a list of elements with repeated elements was

solved in (Even and Gillis, 1976). For a list with nk copies of an element ωk for k = 1, . . . , r,

it was found that the number of derangements is given by

Pn =
∫ ∞

0
dx e−x

r

∏
k=1

(−1)nk Lnk(x), (E.1)

where n = (n1, . . . , nr) and where Ln is the nth Laguerre Polynomial.

We say that our permutation system incurs an energy cost of +λk whenever a compo-

nent ωk is not in this zeroth-energy arrangement. Therefore, if j1 elements ω1, j2 elements

ω2, . . ., and jr elements ωr, for a particular microstate, do not match their positions in the
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zeroth-energy arrangement, then the energy of the microstate is

Ej =
r

∑
i=1

λk jk. (E.2)

We are almost at the stage where we can write down the partition function for this system.

We need only find the degeneracy factor associated with the energy Eq.(E.2). The number

of ways to reorder the elements in our key-sequence such that j1 elements ω1, . . ., and jr

elements ωr are not in their original positions can be found combinatorially. Given that

there are (n
k) ways to choose k elements from a set of n, (and that all jk chosen elements

from a set of nk are identical), the desired quantity is given by

Ωn
j =

(
n1

j1

)
· · ·
(

nr

jr

)
Pj, (E.3)

where Pj is defined in Eq.(E.1). The partition function is then

Zn({βλk}) =
n1

∑
j1=0
· · ·

nr

∑
jr=0

e−β(λ1 j1+···+λr jr)
(

n1

j1

)
· · ·
(

nr

jr

)
Pj1,...,jr , (E.4)

where β = 1/kBT. Given Eq.(E.1), Eq.(E.4) can then be written as

Zn({βλk}) =
n1

∑
j1=0
· · ·

nr

∑
jr=0

e−β(λ1 j1+···+λr jr)
(

n1

j1

)
· · ·
(

nr

jr

) ∫ ∞

0
dx e−x

r

∏
k=1

(−1)jk Ljk(x)

=
∫ ∞

0
dx e−x

r

∏
k=1

nk

∑
jk=0

(
nk

jk

)
(−e−βλk)jk Ljk(x). (E.5)

Now, given the definition of the Laguerre polynomial,

Ln(x) =
n

∑
k=0

(
n
k

)
(−1)k

k!
xk, (E.6)

we find

n

∑
j=0

(
n
j

)
uj Lj(x) =

n

∑
j=0

j

∑
k=0

(
n
j

)(
j
k

)
uj(−1)k xk

k!

=
n

∑
k=0

(−1)k xk

k!

n

∑
j=k

(
n
j

)(
j
k

)
uj
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=
n

∑
k=0

(−1)k xk

k!

(
n
k

)
uk(1 + u)n−k

= (1 + u)nLn

(
ux

1 + u

)
. (E.7)

Thus Eq.(E.5) becomes

Zn({βλk}) =
∫ ∞

0
dx e−x

r

∏
k=1

(
1− e−βλk

)nk
Lnk

(
x

1− eβλk

)
. (E.8)

E.2 Quenched Distribution for Dimer Self-Assembly

In this section we derive the partition function Eq.(5.15). We have monomers αk for k =

1, . . . , N, N + 1, . . . , 2N which are distinct, have mass m0, and exist as single copies. If two α

monomers come into contact (say αi and αj) the two can form a dimer with binding energy

E(αi, αj) =


−(E0 + ∆i) if |j− i| = N,

−E0 otherwise.
(E.9)

A preliminary partition function for the non-quenched case is

ZN(V, T, E0, ∆) =
N

∑
k=0

k

∑
m=0

aN−m, k−m

(
N
m

)
eβ∆m

(
V
λ3

0

)2N−2k
(

V
(λ0/

√
2)3

)k

eβE0k, (E.10)

and from this form we can extrapolate to the quenched case:

ZN(V, T,E0, {∆i})

=
N

∑
k=0

k

∑
m=0

aN−m, k−mΠm
(
eβ∆1 , . . . , eβ∆N

) ( V
λ3

0

)2N−2k
(

V
(λ0/

√
2)3

)k

eβE0k

=

(
V
λ3

0

)2N N

∑
k=0

k

∑
m=0

aN−m, k−mΠm
(
eβ∆1 , . . . , eβ∆N

) (2
√

2λ3
0eβE0

V

)k

, (E.11)

where Πm(x1, . . . , xN) is the mth elementary symmetric polynomial in the variables (x1, . . . , xN)

and aN−m,k−m is the number of ways to form, from a set of 2N initially paired elements, k

pairs of which exactly m are found in the set of initial pairs. In Appendix B.5, we found
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that an integral expression for an,` is

an,` =
1

(2n− 2`− 1)!!

(
n
`

)
1√
π

∫ ∞

0
dt e−tt−1/2(2t)n(1− 1/2t)`. (E.12)

Therefore, the partition function Eq.(E.11) becomes

ZN(V, T, E0, {∆i})

=
(V/λ3

0)
2N

√
π

∫ ∞

0
dx

e−x
√

x

N

∑
k=0

k

∑
m=0

δk 1
(2N − 2k− 1)!!

Πm
(
η1, . . . , ηN

)
×
(

N −m
k−m

)
(2x)N−m(1− 1/2x)k−m

=
(V/λ3

0)
2N

√
π

∫ ∞

0
dx

e−x
√

x
(2x)N

N

∑
k=0

[δ(1− 1/2x)]k

(2N − 2k− 1)!!

×
k

∑
m=0

(
N −m
k−m

)
Πm
(
η1, . . . , ηN

)
(2x− 1)−m , (E.13)

where we defined

∆ ≡ 2
√

2λ3
0eβE0

V
, η` ≡ eβ∆` . (E.14)

From the properties of the elementary symmetric polynomial, we can show

k

∑
m=0

(
N −m
N − k

)
Πm(x1, . . . , xN)α

m = Πk(1 + αx1, . . . , 1 + αxN). (E.15)

Therefore, Eq.(E.13) becomes

ZN(V, T, E0, {∆i})

=
(V/λ3

0)
2N

√
π

∫ ∞

0
dx

e−x
√

x
(2x)N

N

∑
k=0

[δ(1− 1/2x)]k

(2N − 2k− 1)!!

× (2x− 1)−k Πk (2x− 1 + η1, . . . , 2x− 1 + ηN)

=
(V/λ3

0)
2N

√
π

∫ ∞

0
dx

e−x
√

x
(2x)N

N

∑
k=0

(δ/2x)k

(2N − 2k− 1)!!

×Πk (2x− 1 + η1, . . . , 2x− 1 + ηN) . (E.16)
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Using the identity

1
(2N − 2k− 1)!!

=
(2k− 1)!!
(2N − 1)!!

(2N
2k )

(N
k )

=
1√

π(2N − 1)!!

∫ ∞

0
dy

e−y
√

y
(2N

2k )

(N
k )

(2y)k, (E.17)

Eq.(E.16) becomes

ZN(V, T, E0, {∆i})

=
(V/λ3

0)
2N

π(2N − 1)!!

∫ ∞

0
dx dy

e−x−y
√

xy
(2x)N

N

∑
k=0

(δy/x)k (
2N
2k )

(N
k )

×Πk (2x− 1 + η1, . . . , 2x− 1 + ηN)

=
(V/λ3

0)
2N

√
πΓ(N + 1/2)

∫ ∞

0
dx dy

e−x−y
√

xy
xN

N

∑
k=0

(δy/x)k (
2N
2k )

(N
k )

×Πk (2x− 1 + η1, . . . , 2x− 1 + ηN) . (E.18)

To move forward we need to derive one more identity. First, by the definition of the Beta

function,

B(x, y) =
(x− 1)!(y− 1)!
(x + y− 1)!

=
∫ 1

0
dt tx−1(1− t)y−1, (E.19)

we can show
1
(N

k )
= (N + 1)

∫ t

0
dt tN−k(1− t)k. (E.20)

And from the Cauchy integral formula (Zill and Shanahan, 2009), we can derive the iden-

tity (
2N
2k

)
=

1
4πi

∮ dz
z

1
z2k

[
(z + 1)2N + (z− 1)2N

]
, (E.21)

where the integral is over a closed contour about the origin in the complex plane. Using

Eq.(E.21) and Eq.(E.20) in Eq.(E.18), leads to

N

∑
k=0

(2N
2k )

(N
k )

Πk(x1, . . . , xN)α
k

=
N + 1
4πi

∫ 1

0
dt
∮ dz

z

N

∑
k=0

tN
(

1
t
− 1
)k (z + 1)2N

z2k αkΠk(x1, . . . , xN)

+ (z→ −z)
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=
N + 1
4πi

∫ 1

0
dt
∮ dz

z
(z + 1)2NtN

N

∏
`=1

[
1 +

α

z2

(
1
t
− 1
)

x`

]
+ (z→ −z)

=
N + 1
4πi

∫ 1

0
dt
∮ dz

z

(
1 +

1
z

)2N N

∏
`=1

[
z2t + α (1− t) x`

]
+ (z→ −z). (E.22)

Now, within the contour integral, we make the transformation

z2 → z
1− t

t
, (E.23)

From which we can show that the differentials transform as

dz
z
→ dz

2z
. (E.24)

Thus, Eq.(E.22) becomes

N

∑
k=0

αk (
2N
2k )

(N
k )

Πk(x1, . . . , xN)

=
N + 1
4πi

∮ dz
z

∫ 1

0
dt
(

1 +
√

t/z(1− t)
)2N N

∏
`=1

[z(1− t) + α (1− t) x`]

+ (
√

z→ −
√

z)

=
N + 1
4πi

∮ dz
z

∫ 1

0
dt
(√

1− t +
√

t/z
)2N N

∏
`=1

(
z + αx`

)
+ (
√

z→ −
√

z). (E.25)

Using this identity to evaluate Eq.(E.18), we find

ZN(V, T, E0, {∆i}) = c0,N

∫ ∞

0
dx dy

e−x−y
√

xy
xN
∮ dz

z
BN(z)

N

∏
`=1

[
z + δy/x(η` + 2x− 1)

]
,

(E.26)
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where we defined

c0,N ≡
(V/λ3

0)
2N

2πi
√

πΓ(N + 1/2)
, (E.27)

and

BN(z) ≡
N + 1

2

∫ 1

0
dt
[(√

1− t +
√

t/z
)2N

+
(√

1− t−
√

t/z
)2N

]
. (E.28)

E.3 Particle Aggregation

In this section we derive Eq.(5.21). We begin from Eq.(5.20), rewritten here for convenience:

ZN({Ei}, V, T) =
∞

∑
n1=0
· · ·

∞

∑
nN=0

δ

(
N,

N

∑
k=1

knk

)
exp

(
β

N

∑
i=1

Eini

)
N

∏
j=1

1
nj!

(
V
λ3

j

)nj

(E.29)

In Eq.(E.29), δ(`, k) is the Kronecker delta, nk is the number of k-particle clusters, and λk is

the thermal de Broglie wavelength of a single k-particle cluster of mass mk = km0. Given

that each particle has mass m0 the thermal de Broglie wavelength of a k-particle cluster has

a simple relationship with the wavelength of a single particle:

λk =
h√

2π(km0)kBT
=

1√
k

λ0, (E.30)

where λ0 ≡ λ1 = h/
√

2πm0kBT. Finally, using the contour integral identities

δ(`, k) =
1

2πi

∮ dw
w

wk−`,
1

N!
=

1
2πi

∮
dz

ez

zN+1 , (E.31)

we find Eq.(E.29) becomes

ZN({Ei}, V, T) =
1

2πi

∮ dw
wN+1

N

∏
j=1

∞

∑
nj=0

1
2πi
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(
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j

)nj

eβEjnj wjnj
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1

(2πi)N+1

∮ dw
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N
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j=1
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dzj

ezj

zj

∞

∑
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(
wj VeβEj

λ3
j

)nj

. (E.32)
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And using the geometric series formula to evaluate the quantity in the summation, we find

ZN({Ei}, V, T) =
1

(2πi)N+1

∮ dw
wN+1

N

∏
j=1

∮
dzj

ezj

zj

(
1− wj VeβEj

λ3
j zj

)−1

, (E.33)

which affirms Eq.(5.21).
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